ABSTRACT
In this paper, we report on our investigation of how current local time is reported accurately by devices connected to the internet. We describe the basic mechanisms for time management and focus on a critical but unstudied aspect of managing time on connected devices: the time zone database (TZDB). Our longitudinal analysis of the TZDB highlights how internet time has been managed by a loose confederation of contributors over the past 25 years. We drill down on details of the update process, update types and frequency, and anomalies related to TZDB updates. We find that 76% of TZDB updates include changes to the Daylight Saving Time (DST) rules, indicating that DST has a significant influence on internet-based time keeping. We also find that about 20% of updates were published within 15 days or less from the date of effect, indicating the potential for instability in the system. We also consider the security aspects of time management and identify potential vulnerabilities. We conclude with a set of proposals for enhancing TZDB management and reducing vulnerabilities in the system.
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1 INTRODUCTION
The modern world is intrinsically tied to the concept of time. Day-to-day activities in virtually all aspects of life have some notion of a start time, a duration and an end time, each of which are essential for scheduling and most importantly for coordination between participating entities. As such, time sources that are accurate, consistent and reliable are essential in our society.

The importance of time has led most governments around the world to set up centralized entities (e.g., the National Institute of Standards and Technology in the US [16]) to specify time standards and to maintain highly precise clocks that serve as reference sources. A natural question to ask is, how do I ensure that my personal clock is coordinated, in a reasonable way, with the time specified on a national reference server? In an age when most people get their time from electronic devices such as computers, smartphones, smartwatches, etc., the answer lies in a set of processes that have been in place and largely unchanged for many years.

In this paper, we investigate how time is coordinated and reported by devices connected to the internet. Our study considers the basic components and processes for time management and focuses specifically on the issue of reporting current local time. One manifestation of the importance of current local time is coordinating appointments for people in different locations. How does one know what time it is in a location that is half way around the world? and how are users assured that connected devices, applications running on those devices or cloud services report current local time accurately? To answer those questions, we drill down on a critical, but relatively unstudied aspect of managing time in the internet: the time zone database (TZDB) [14]. The TZDB, operated under the aegis of IANA, is a historical repository that reflects time zones established by governments around the world, Coordinated Universal Time (UTC) offsets for each time zone, and daylight saving time rules. In short, the TZDB is one of the primary mechanisms for connected devices world-wide to report current local time.

The processes that have evolved for maintaining the TZDB consist largely of periodic updates made by a loose confederation of contributors to reflect a new time policy in a local jurisdiction. Our understanding of these processes is enhanced by analysis of the mailing list archive that is specified as a primary mechanism for maintenance and management of the TZDB [31].

Our analysis of the TZDB itself is focused on assessing its stability, integrity, and security. We begin by analyzing how time zone details in the TZDB have changed over the past 26 years. During that period 2,283 updates have been made to the repository, including updates that reflect historical changes in time zones. We find that updates are bursty, but are distributed in a relatively uniform fashion over the years and across the various time zones. While the reasons for
changes vary, the majority of updates reflect changes in daylight saving time (DST) policies. Reasons for DST changes include political elections, local events and religious events. We also find that approximately 20% of updates are modified within 15 days from their date of effect, indicating the potential for societal disruption. One potential catastrophic failure of the TZDB would be either a malicious entity making a change or an unintended update being used by one of the major operating systems. We find several problems related to TZDB updates resulting in errors and software bugs. Some of the problems are caused by uncertain information released by administrative entities and delays in distributing the updates to end users. Finally, we consider the processes for maintaining the TZDB from an adversarial perspective and show that several aspects of update and maintenance are vulnerable to attack.

Our analysis of the TZDB leads us to propose a number of updates to the current system and process that we argue will enhance its integrity and security. First, we recommend a formalization of the process for maintaining the TZDB to ensure that it is sound and secure. Second, we recommend that all updates and the TZDB itself are cryptographically signed to ensure authenticity. Third, we recommend the implementation of an audit process to assure the integrity of the TZDB.

2 BACKGROUND

Time zones originated largely due to the need to standardize current local time in order to facilitate coordination of transportation (railway) and communication (telegraph) networks that became commonplace in the late 19th century [19, 27, 43]. Multiple clocks often had to be installed in stations—each calibrated to a given rail company’s notion of current local time—in order for customers to be able to make sense of different timetables. The threat of the United States Government intervening to simplify the situation led the rail industry to create standard rail time in 1883, a precursor to the time zones in the United States today [19]. Time zones (both industry and government-established) became common within Europe and North America by the end of the 19th century [43]. The arrival of World War I caused the United States to seek to conserve energy through creation of daylight saving time (DST) in 1918, an idea first proposed by New Zealander George Hudson in 1895 and which was being adopted in other parts of the world [19, 43]. A side-effect of establishing DST was that the United States established official time zones within its borders, superseding the railroad industry time zones.

2.1 The Timezone Database

The time zone database (TZDB) project was created by Arthur David Olson in the early 1980s to facilitate timekeeping on computer systems and to provide standard programming APIs to deal with time zones [17, 31]. The database consists of text files (generally one for each continent) with zone definitions and rules. Zone definitions indicate names of time zones, their offset from the Greenwich Prime Meridian reference, and an indication of a date and time at which the zone ceased to be valid (if applicable) [47]. Current names of time zones typically include the name of a region and the largest city (by population) within the time zone referenced [44]. For example, the following is a historical zone record indicating that local mean time in New York City was offset from Greenwich Mean Time (GMT) by -4:56:02 up until November, 1883:

```
Zone America/New_York -4:56:02 - LMT 1883 Nov 18 12:03:58
```

The most recent release of the TZDB (2019a) specifies 348 time zones in the world.

Rules within the TZDB indicate when the offset for a time zone may change depending on daylight saving time [44, 47]. For example, the current daylight saving rules in effect in the United States are shown below. They indicate when time zones in the US change and by how much, among other details:

```
Rule US 2007 max - Mar Sun >=8 2:00 1:00 D
Rule US 2007 max - Nov Sun >=1 2:00 0 S
```

Moreover, the TZDB contains C source code for compiling the database into binary data files, as well as reference implementations of C API functions and utility programs that can be used to access information within the TZDB, e.g., the zdump tool, which accepts a time zone name and prints the current local time for that zone. On modern UNIX-based systems, database files are typically installed in /usr/share/zoneinfo for use by API functions and utilities.

The TZDB was placed explicitly in the public domain by Arthur David Olson in 2009; it is not “owned” by any internet-related authority. However, the process by which the TZDB is updated has been specified in RFC 6557 (BCP 175) [31], with current releases of the database being hosted by IANA [14]. RFC 6557 makes explicit that the primary maintainer of the database (currently Paul Eggert of UCLA) is empowered to make any appropriate changes to the database and should consider the views expressed on the TZ mailing list [18]. In practice, it is up to the primary maintainer to reach consensus with mailing list participants about any changes.

When a new release of the database is created, notification is made on the TZ mailing list and files are updated at a canonical location [14]. It is then up to any consumers of the TZDB (e.g., hardware and OS manufacturers, programming library maintainers, etc.) to incorporate the latest versions in their software. The timing of updates is thus critical, since there may be substantial delay between discussion of potential changes to the database to actual incorporation of changes.

1The dash after the offset indicates that New York City did not observe daylight saving time.
into an OS or software library [30, 31]. For example, in 2015 the Turkish Government did not officially decide to delay an impending daylight saving time change to allow more daylight hours for polls during an election until about three weeks before the change. Although the TZDB was modified soon after the change became official, it took additional time for OS manufacturers to release software updates to account for these changes, e.g., an updated version of Apple’s iOS was not released until three days before the election. The result was mass confusion over what time it was [30]. While the relatively new time zone distribution service protocol [23] is designed to help reduce update latency between software manufacturers and the installed client base, the extent of its current deployment (if any) is unclear, and it only addresses one aspect of update delay, thus it is not clear how much the distribution protocol would have helped in this instance.

Figure 1: Distribution of updates affecting DST and zone rules (left) and past & future timestamps (right).

It is important to note that the maintainers of the database make no claims regarding accuracy, especially for historical zones and rules [17, 31] before 1970. Correctly handling dates and times in software is notoriously difficult [28], and historical time zone information is included (and continues to be updated) in order to help software developers correctly deal with dates and times in the past. The maintainers of the database also do not make any claim for the database being authoritative, since they rely on some awareness (mediated through the TZ mailing list) of potential adjustments to time zones in the world in order to incorporate any changes. For any changes made to database, comments typically appear in the source files with hyperlinks or other references to justify the changes. A number of other historical notes are also included, making each database file a rich source of information about the evolution of time zones throughout the world [51]. Indeed, the majority of lines of each database source file is made up of comments (e.g., 2331/3487, or 67% of the lines of the northamerica source file are exclusively comments in the most recent release of the database, 2019a).

2.2 Data Used for Analysis

We used two primary data sources for the analyses in this paper. First, we used the TZ database source files from the available 240 releases\(^2\) of the database for analysis [14]. Second, we downloaded the entire TZ mailing list archive for our analysis [18]. The mailing list archives span a time period of 33 years (Nov 1986–May 2019) while the database releases span a time period of 26 years (1993–2019). Each release is named after the year of its release and an alphabetic character serially assigned to releases in that year (e.g., 1995a). The most recent version of the database contains 348 time zone records.

3 TZDB ANALYSIS

3.1 A Maintenance Perspective

To understand the evolution of the TZDB and, specifically, time zones and DST rules around the world, we analyze all releases of the TZDB. Since the mailing list is also the primary source for distributing TZDB releases, we use the email archives to identify the announcement corresponding to each release and extract the release timestamps.

We built a Python-based TZDB parser tool to process the zone and DST rules associated with each time zone. The parser is also capable of detecting the changes in the effective zone and DST rules between consecutive releases. We call such changes updates to the TZDB. Using the parser, we identify 2,283 updates to the zone and DST rules across all of 240 TZDB releases over the past 26 years. Our tool also labels 427 updates as "correction updates", which are amendments to previous updates. We discuss correction updates in §3.4.

Categorizing database updates. We take two approaches to characterize the TZDB updates identified by our parser. We begin by identifying updates that change zone rules or DST rules or both. Figure 1 (left) shows that about 76% of TZDB updates make changes to the DST rules highlighting the influence of DST on managing current local time on connected devices.

Next, using the release dates extracted from the announcement emails in the email archive, we identify updates that affect timestamps in the past, the future, or both. For each zone update, we calculate the time ranges the updates affect. Given this time range and the release timestamp, we identify whether the update affects past timestamps, future timestamps, or both i.e., time ranges that straddle the release timestamp. This distribution is shown in Figure 1 (right). The figure shows that a majority of the release updates affect timestamps in the past, indicating the efforts that go into maintaining the historical accuracy of the database.

Assessing update timeliness. Since we are able to identify the updates from each release that affect future timestamps, we can calculate the number of days between the date of the release and the affected time range in the future. This helps to characterize the timeliness of the releases and

\(^2\)In this study we consider only releases that contain time zone data (tzdata) and exclude missing and time zone code-only releases.
Figure 2 (left) shows the CDF of this distribution. From the figure, we observe that ~80% of the updates are announced within 100 days from their date of effect. Moreover, about 20% of the updates are announced within 15 days or less from their time of effect, highlighting the potential for societal disruption due to time lag for incorporation in connected devices. Similarly, since we see affected time ranges that straddle the release date, we examine those updates to see how far in the past the corrections are made. We remove updates that make corrections beyond a year in the past to eliminate updates that make historic changes. The CDF of the remaining updates shown in Figure 2 (middle) indicates that only 40% of the updates make changes to timestamps within 50 days in the past.

### 3.2 A Community Perspective

Since the TZDB spans the history of the commercial internet and beyond, obtaining a perspective of the maintenance and administrative activities is crucial for understanding how the loosely-organized group of contributors have maintained this critical asset. Since the mailing list is the primary means of communication among the contributors (§2), we begin by examining the email archives published by IANA [18] to assess behaviors within the community. From the email archives, we calculate the number of unique contributors and the number of emails exchanged by the TZDB community. We find 1,891 unique contributors sent 19,367 emails over the span of 33 years, with an average of 56 messages every month. The relatively large number of contributors is a potential concern from a management perspective.

Figure 3 shows the number of unique contributors actively communicating through the mailing list every month. The increasing trend, particularly after the 2012 adoption of TZDB hosting by IANA, suggests a growth of interest and the potential for societal disrup­tion due to time lag for incorporation in connected devices. While the community and maintenance perspectives provide a baseline for understanding the practical aspects of the TZDB update process, we posit that the reasons for DST rule changes are often administrative due to governments changing time zone rules for reasons including elections [30] or large local events such as games [13] or religious reasons [10]. To evaluate this hypothesis, we analyzed rule change frequency. For this analysis, we count the number of rule changes each year for every time zone, the results of which reveal several interesting geo-political events in history, thus providing supporting evidence for our hypothesis.

To perform the rule change frequency analysis, we use the most recent release of the database (i.e., 2019a) and built a parser to count the number of rule changes (both zone and DST rules) each year for every time zone. When we...
We describe several anecdotes to illustrate the anomalies. For example, the government of Bangladesh announced the adoption of DST and released a system that switched India to DST. This information was later changed using a correction update when the end date was officially announced. Such examples highlight the problems that arise due to incomplete information released by administrative entities.

Errors. We find instances of updates that fix incorrect information in the database that were identified and reported by contributors. One example is the instance when a proposed US presidential election year DST policy helped cause a time zone error [1] in 1992. The proposed policy (not yet signed into law) was included in the TZDB with a non-descriptive name (‘US/Pacific-New’) and resulted in several Unix systems on the US west coast failing to switch out of DST as expected. Similarly in recent years, we see several errors in time zone information for countries such as Chile [2], Pakistan [4], Syria [6] and Jordan [3] that were later fixed by the contributors. These errors highlight the problems with the informal update process.

Software bugs. We also find instances of time zone updates resulting in software bugs in several popular software packages and distributions. For example, an update to introduce negative DST offsets for the time zone ‘Europe/Dublin’ in 2018, ended up breaking several packages such as OpenJDK, Joda-Time and ICU (International Components for Unicode) [15]. Similarly, we see updates causing errors in packages such as Qt [12] and user bugs in OS distributions such as Ubuntu [7]. These examples underscore the impact of the TZDB and the errors that might be caused due to incorrect or erroneous updates.

Delayed updates. Another class of problems arise due to delays in distributing TZDB updates to user devices. As mentioned in §2, delays in pushing the updates to end users have resulted in several issues such as the issues with Android and iOS users in Israel [8] and Turkey [30] and has also resulted in incorrect time display in Google search results [11].

**3.4 Problems related to TZDB updates**

We describe several anecdotes to illustrate the anomalies and problems related to TZDB updates. To identify such anomalies, we use a combination of techniques involving the use of our parser to label updates that make corrections to previous updates, filtering email archives using key words, and manual inspection of the filtered emails and corresponding comments in the database files. Automating this process using natural language processing algorithms to identify all issues across the data corpus is part of our ongoing work.

Correction updates. We find that about 19% of the updates include changes to previous updates, with 26% of such correction updates affecting timestamps before 1970 and the rest of the updates affecting timestamps after 1970. Pre-1970 correction updates highlight the efforts involved in maintaining the historical correctness of the database. While some of the post-1970 correction updates are issued to fix incorrect information as explained below, we find that most correction updates arise largely from uncertainties. For example, the government of Bangladesh announced the adoption of DST without mentioning the end date, prompting the use of a nominal end date in the 2009 release of the database [5]. This information was later changed using a correction update when the end date was officially announced. Such examples highlight the problems that arise due to incomplete information released by administrative entities.
for distributing timezone information. A variety of distribution methods are possible and RFC 7808 describes a timezone data distribution service while explicitly noting that it does not address how contributions are made to the TZDB. Hence our recommendations are complementary to RFC 7808. Our recommendations are also intentionally high level—details would need to be fleshed out within the TZDB community.

While it can be argued that the current process for maintaining the TZDB as described in RFC 6557 [31] has "worked", we posit that technology trends such as cloud services, self-driving vehicles, Internet of Things and mobile-edge computing expand the scope of risks of errors or uncertainty in the TZDB. Furthermore, the lack of explicit security measures exposes vulnerabilities in the TZDB to malicious actors seeking to disrupt or deny service. To address these risks, we recommend the following enhancements.

**Codification of TZDB update process.** As described in RFC 6557, the current process for updates to the TZDB relies entirely on the TZ Coordinator and the TZ mailing list. We believe it is critical to maintain a community-based support and release process that is managed by a Coordinator. This approach has been effective for other large software systems such as Linux kernel development, and is also a good model for the TZDB. We recommend a formalization of the process for maintaining the TZDB to ensure that it is sound, that updates are available when required, that updates are appropriately tested, and that consistent documentation is provided. Key aspects of the proposed formalization would include a standard release cycle, standardized documentation of changes, a ticketing system for each step in the process, and results from tests of the TZDB standard codebases.

**Secure the TZDB update process.** Our examinations of RFC 6557, the TZDB and the TZ mailing list indicate that there is little in terms of formal security measures. Indeed, the entire process relies on the integrity of the contributors, the TZ Coordinator and the repository for the TZDB, associated code and documentation. The implication is that a motivated attacker or e.g., a government entity intent on disenfranchising certain groups may find specific vulnerabilities or utilize the current processes to facilitate malicious or unwarranted updates to be inserted in the TZDB. We posit that there are three general types of threats: (i) impersonation of a TZDB contributor or local authority, or the TZ Coordinator; (ii) compromise of the TZDB update process; and (iii) compromise of the TZDB itself.

As noted above, RFC 6557 states that "Moving forward, the TZ database, supporting code, and any appropriate supporting information SHOULD be cryptographically signed prior to release using well known public keys" [31]. Minimally, we recommend that the update process be enhanced so that only authorized and properly credentialed contributors are allowed to make updates, and that all TZDB updates, the database itself, supporting code and documentation MUST be cryptographically signed. Again, we appeal to the Linux release process in which all releases are signed using Open PGP-compliant signatures which are easily tested by third parties. Recommendations for more comprehensive security measures will be considered in future work.

**Audit TZDB updates.** To ensure the integrity of the TZDB releases, we recommend the implementation of a standard audit process. This audit would be conducted by a third party separate from the update contributors but in coordination with the TZ Coordinator. The audit would be conducted from the perspective of users in all time zones to ensure that current local time is consistent with the current standard for that area. The results of the audit would be documented and included along with the other documents maintain in the TZDB repository.

## 5 RELATED WORK

The evolution of clock synchronization fueled the development of protocols for internet-connected devices such as Network Time Protocol (NTP) [38–40, 42, 46] and its variants (e.g., Simple NTP (SNTP) [41], MNTP [36], Precision Time Protocol (PTP) [29], RADClock [52], etc.) as well as protocols for non-traditional networks [20, 22, 32, 33, 37, 50]. Studies have also examined the security implication of protocols [21, 24, 34, 35, 45], their usage [26, 48], and their application to other areas such as latency estimation [25] and event detection [49]. Our work is complementary: while all these aspects of clock synchronization are important and are the focus of prior efforts, to the best of our knowledge, ours is the first study of current local time and the TZDB.

## 6 SUMMARY

In this paper, we examine the process that enables current local time reporting on internet-connected devices. The focal point for this process is the TZDB repository that codifies regulations for time zones around the world and is used in all major computing operating systems. We analyze the longitudinal aspects of the TZDB and find that updates are bursty and that the number of updates per month is generally increasing. We find that updates are spread widely over time zones and that most reflect changes to daylight saving time and that many of these are revised relatively soon after they are made. Our detailed analysis of the TZ mailing list and TZDB releases reveals several problems related to corrections and delays in publishing updates, resulting in errors and software bugs. Based on our findings and consideration of RFC 6557 we make three recommendations for enhancing the TZDB maintenance process that are intended to ensure it’s accuracy, integrity and security.

---

4 We have setup a public repository with all the data used in our analyses and the code used to generate the figures and results discussed in the paper at: https://github.com/satkum/tzdb_analysis
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