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INTRODUCTION

* The Internet of Things (loT)

* Influx of novel applications with nearly 7 billion Internet connected devices in 2018

* loT networks often exhibit poor security practices

* E.g., default passwords

Password Device Type | Password Device Type Password Device Type
123456 ACTi IP Camera klv1234 HiSilicon IP Camera 1111 Xerox Printer
anko ANKO Products DVR jvbzd HiSilicon IP Camera Zte521 ZTE Router
pass Axis IP Camera admin IPX-DDK Network Camera 1234 Unknown
888888 Dahua DVR system IQinVision Cameras 12345 Unknown
666666 Dahua DVR meinsm Mobotix Network Camera admin1234 Unknown
Vizxv Dahua IP Camera 54321 Packet8 VOIP Phone default Unknown
TujMkoOvizxv Dahua IP Camera 00000000 Panasonic Printer fucker Unknown
7ujMkoOadmin ~ Dahua IP Camera realtek RealTek Routers guest Unknown
666666 Dahua IP Camera 1111111 Samsung IP Camera password Unknown
dreambox Dreambox TV Receiver xmhdipc Shenzhen Anran Camera root Unknown
juantech Guangzhou Juan Optical smcadmin SMC Routers service Unknown
xc3511 H.264 Chinese DVR ikwb Toshiba Network Camera support Unknown
OxhlwSG8 HiSilicon IP Camera ubnt Ubiquiti AirOS Router tech Unknown
cat1029 HiSilicon IP Camera supervisor VideolQ user Unknown
hi3518 HiSilicon IP Camera <none> Vivotek IP Camera ZIXX. Unknown
klv123 HiSilicon IP Camera

Default passwords leveraged by Mirai to create a large-scale loT botnet.

Antonakakis et al. Usenix Security, 2017

loT devices often become compromised and recruited into large-scale botnets.




|IOT-ENABLED DDOS

ddd
4 MIGE
4

KrehsonSecurity

In-depth security news and investigation
ANDY GREENBERG SE

S HAR TH E 21 Hacked Cameras, DVRs Powered Today’s | Q
E B O TW Massive Internet Outage Vg Lis

€he New Hork Times he ..... .
n N iANlJ]; A New Era of Internet Attacks ::mev Gllal‘dlall

Powered by Everyday Devices EWAS oo oiontius
NATT & 22 »ins Ut i s s s ano v gy vapes v SAY &L e [hospu

operation to resume later

TWEET

Dyn, the victim of last week’s denial of service attack, said it was

— = orchestrated using a weapon called the Mirai botnet as the Thailand ca ue be
— thre at l DO St} Cloud Security ‘primary source of malicious attack’ ) o o o

@ TECHNICA o o s o o amcoauns sus

ly linked to the loTroop or
st the financial sector.

New variants of Mirai botnet detected,

Distributed denial-of-service (DDoS) is a common attack vector used by loT botnets.
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Attack Type Attacks Targets Class
HTTP flood 2,736 1,035 A
UDP-PLAIN flood 2,542 1,278 'V
UDP flood 2,440 1,479 V
ACK flood 2,173 875 S
SYN flood 1,935 764 S
GRE-IP flood 994 587 A
ACK-STOMP flood 830 359 S
VSE flood 809 550 A
DNS flood 417 173 A
GRE-ETH flood 318 210 A

Mirai attacks between Sep.2016-Feb.2017.

Antonakakis et al. Usenix Security, 2017
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Recent quantitative studies suggest loT-enabled DDoS is a massive threat.




ANOMALY DETECTION

* Key idea:
* Malicious DDoS traffic exhibits statistically different behavior than normal, benign traffic
* Detect statistical outliers <~ Detect malicious traffic
* Derivation techniques for classification boundaries:
* Manual statistical investigation of previous traffic to select static thresholds
* Automatic derivation through machine learning algorithms that train on past traffic
* Black-box approach with neural networks
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Liu et al. Internet Measurement Conference, 2015

Anomaly detection plays a pivotal role in the detection and mitigation of loT-enabled attacks.




|IOT ANOMALY DETECTION:
REAL-WORLD DEPLOYMENT CHALLENGES

I. Sufficient accuracy
* False positives in detection lead mitigation to drop benign traffic
* Causes increased retransmission and energy consumption for constrained loT devices
2. Easy deployment
* Many loT networks deploy through non-security professionals
* Cannot rely on manual parameter tuning to achieve sufficient accuracy
3. Domain shift
* Heterogeneity of loT leads to the failure of pre-trained models
4. Explainable classifications

* loT often interacts with the physical world

* Must allow a human-in-the-loop to make structured changes if needed

These are conflicting challenges:

One specific loT deployment challenge often fundamentally ‘—:‘m

neglects or contradicts a different loT deployment challenge.




|IOT ANOMALY DETECTION:
DESIGN GOALS

Design Goals of Rapid

I. Achieve impressive accuracy

* Currently through neural networks

Past anomaly
detection focus:

A

2. Provide a pre-trained model

* Ready to deploy in any loT network

3. Operate in real-time

* Extract computationally efficient features
4. Provide diagnostic insight
* Special design of neural network

5. Automatically adapt to domain shift

* Leverage a novel active learning technique

[ Rapid: Robust and Adaptive Detection J

Liu et al.
IMC, 2015

Du et al.
CGCS, 2017

~ IDS-NNM

Linda et al.
[JCNN, 2009




RAPID: OVERVIEW

* Rapid resides at the gateway of a generic loT network

* E.g.,Rapid can defend a smart-home, healthcare facility, large-scale factory, etc.

Our pre-trained neural
network model allows us to
meet our first two design goals.

loT Network

loT Gateway Victim Server

_— ﬁ‘l

— Internet —

768

[ Rapid deploys a neural network to detect any DDoS traffic that leaves the loT network}




FLOW PRE-PROCESSING:
REAL-TIME OPERATION

* Collect sFlow streams at gateway and separate into:
* Aggregate Flows
* Each flow has the same external IP address
* Used for Attack Detection (not discussed in this presentation)
* Granular Flows
* Each flow has the same internal and external IP address

* Used for Attack Classification

 Extract four features for each flow during each time window:

|. Total outgoing bytes

Ratio of incoming/outgoing bytes Our computationally efficient
and well-studied DDoS features allow

2.
3. Total outgoing packets us to meet our third design goal.
4.

Ratio of incoming/outgoing packets
* We call these features basic detectors

* Early DDoS detection solutions directly used these for detection (with thresholds)




DIAGNOSTIC-AWARE CLASSIFICATION

Flow Features
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With the output of statistical methods as
input to the neural network, we can achieve
our fourth design goal of diagnostic insight.
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Rapid employs a special neural network design to preserve diagnostic insight.




ENSEMBLED CLASSIFICATION WITH DEEP LEARNING

* We use Auto-regressive Integrated Statistical Analysis Multi-Layer Perceptron r Long Short Term Memory
Moving Average (ARIMA) as our |
statistical analysis

— ARIMA
* ARIMA forecasts the next value in 1 Fanturas for MLP
each basic detector time-series s {Ag St
* Each ARIMA algorithm outputs a so1
severity degree
: i s
* A Multi-Layer Perceptron (MLP)  {[igegae
. | and [
ensembles the severity degrees | Granular
i| Flows

Sn-2,t

* Long Short Term Memory (LSTM)
analyzes the output of the MLP ’

Sn-1,t

* Over many time windows

* Outputs a single severity degree

[ Rapid ensembles ARIMA severity degrees with an MLP and LSTM. J




DOMAIN ADAPTATION WITH ACTIVE LEARNING

* Unfortunately, a pre-trained model will fail when ported to a new environment
* l.e., domain shift causes trained systems to fail
* Can use active learning to collect new labeled data and re-train under domain shift
* Current active learning solutions are not sufficient for loT networks

* The network operator of many loT networks is not a security professional

Train a model

Detection Model

h 4

v

Labelled Dataset Unlabelled Pool

Annotation queries

New labelled instances

Active learning example.
Beaugnon et al. RAID, 2017

Rapid must perform active learning to combat domain shift.




DDOS MITIGATION AS SECURITY EXPERT

* Replace the security expert with

Limited Labeled Dataset comprehensive DDoS mitigation

Lo —
> Periodically * Automates the process for this

Q Retrain ) i
New Domain particular domain
Network Traffic

Recent DDoS attack mitigation:

O
O Pre-trained | 00O OC%)%
O

[ ]
O
O * A connection’s response to traffic
Q

- Rapid Model O
High Model O . - .
Confidence 01%%) .engln.eerlng-technlques can further
() Low Model identify malice
O Confidence e D TCp
* E.g.,,Dropping a connection
P 8 PPINg
OO O * Should result in reduced send rate
Compliance Labels . ) )
* Treat mitigation compliance as the
DDoS Mitigation labels for low model confidence

Rapid interweaves with attack mitigation to adapt to new domains without a security expert.




RAPID SYSTEM REVIEW
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[ Rapid detects loT-enabled DDoS with high accuracy, domain adaptability, and diagnostic insight. }




EVALUATION OVERVIEW

* Evaluation goals:

* Accuracy of Rapid compared to state of the art anomaly detection systems

* Opprentice (Random Forest), IDS-NNM (MLP), DeepLog (LSTM)

* Test Rapid under domain shift

* Sensitivity and specificity

* Model calibration and reliability

 Attack detection flexibility

* Datasets

 Test Rapid under multiple types of loT traffic

* Test Rapid under multiple types of DDoS attacks

Dataset
Smart Home 1 [32]

Our evaluation demonstrates the
real-world deployability of Rapid.

Typical evaluation of train-test split

Benign IoT Traffic | Benign Non-lot Traffic | UDP Flood | TCP SYN Flood

HTTP Flood | DNS Flood

Smart Home 2 [33]
Smart Hospital [34]
CAIDA DDoS Attack [35]
Booter DDoS Attack [36]
DARPA DDoS Attack [37]
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ACCURACY

Classification Algorithm

Accuracy Metrics (Smart Home 1)
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* Precision

- TP/ (TP + FP)
* Recall

- TP/ (TP + FN)
* Fl-score

- 2TP/ (2TP + FP + FN)

|

Rapid achieves state of the art accuracy. }




Classification Algorithm

SENSITIVITY AND FALSE POSITIVES

Sensitivity Metrics (Smart Home 1) Sensitivity Metrics (Smart Home 2) Sensitivity Metrics (Smart Hospital)
False Positives False Positives False Positives
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* Sensitivity
- TP/ (TP + FN)
* False positives

* Cannot show false positive rate since TN =0

Rapid reduces false positives and improves sensitivity under domain shift.
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Classification Algorithm

SPECIFICITY AND FALSE NEGATIVES

Specificity Metrics (Smart Home 1) Specificity Metrics (CAIDA Attack) Specificity Metrics (Booter Attack)
False Negatives False Negatives False Negatives
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* Specificity
- TN/ (TN + FP)
* False negatives

* Cannot show false negative rate since TP = 0

Rapid reduces false negatives and improves specificity.




CONCLUSION

* We presented a new anomaly detection system, Rapid
* Detects loT-enabled DDoS attacks at the gateway of an loT network

* Specifically designed for real-world deployment

* Key features of Rapid:
* Leverages neural network techniques for state of the art accuracy
* Automatically adapts to domain shift with novel active learning techniques
* Provides diagnostic insight into classifications

* Comprehensive evaluation of multiple real-world loT and DDoS datasets
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