C1S 607 Cluster Computing Seminar

- Sameer S. Shende

. Chapter 1 from High Performance Cluster ComputinblV Architectures and Systems by
Rajkumar Buyya: Grade A. As an introductory chapter on cluster computing, the auésor gi
a good woerview of technologies and toolvailable for cluster computing. | found the list of

performance tools to be incompleteut ik made for a good first reading.

. “An Assessment of Bewlf-class Computing for NSA Requirements” by Sterling, Beek
Warren, Cwik, Salmon, and NitzlgerGrade B. The paper specifies applications and require-
ments for a successfully imeating a PC cluster to form a Bewlf. They are more Brtran
“application-centric” as opposed to DOE labs that are “C++ centric”; interesting cost compar-

isons.

. “Scaling of Beavulf-class Distriluted Systems” by John Salmon, Christopher Stein, and Tho-
mas Sterling: Grade B. The pap&amines tw networking alternatres, one with high band-
width backplane and the other that uses routed topologies for makingvalBelaster; thg
prefer the latter fordilding lamge scale systems. Thpresent a lot of data to p®their point,

not all of which is easy to comprehend.

. “Design and Esluation of an HPVM-based Mtdows NT Supercomputer” by A. Chien et. al.
: Grade B. The present theirgeriences in lilding a 192 processor Mtlows NT cluster
and the use of HPVM softave to program these. | am not emeed that Vihdows NT was

the right choice as an OS for assembling the cluster for scientific computation.

. “Performance Enhancements for HPVM in Multi-Netk and Heterogeneous Harake” by
G. Bruno, A. Chien et. al. : Grade A. The proposed enhancements to HPVM include a shared
memory transport and an adaptpolling scheme that polls cache lines instead of going
through the PCls. | liked the ideas of adapél polling and “pacing” of softare to detect

the optimal pacdt size for PCI implementations.

. “Fast Messages (FM): fifient, Portable Communication forafkstation Clusters and Mas-



sively-Parallel Processors”, IEEE Concurrgneol. 5, no. 2, April-June 1997, pp. 60-73.
Grade B. The present the implementation of adateng, high throughput softare layer
that is portable and reaches close to optimal harelywerformance.d’ prefer to use an MPI

implementation layered on top of FM rather than the core API directly

7. “Scheduling Rrallel Jobs on Clusters” by Dror Feitelson in High Performance Cluster Com-
puting \bl 1. Architectures and Systems by Rajkumar Buyya, pp. 519-533. Grade)C. The

present job scheduling strgtes on a Bewulf style clusterl didn't find this \ery interesting.

8. “On the Design and Euation of Job Scheduling Algorithms” by J. Krallman, UweSchwie-
gelsohn, and R.afyapour in Proceedings of Wkshop on Job Scheduling Stigits forRr-
allel Processing, Lecture Notes in Computer Science, D. Feitelson and L. Rudolph
(Eds.),SpringeNerlag, 1999. Grade B. Ddrent job scheduling algorithms were studied in

the paperGood reading for getting avervien of job scheduling stragges.

9. “Demand-based Coscheduling airBllel Jobs on Multiprogrammed Multiprocessors” by
Patrick G Sabalarro and Wliam E Weihl. Grade A. The present an algorithm for co-sched-
uling jobs based on their dynamic communication tiginaVery well written paper; hoev-

erm the did not implement their scheme in a real system.

10.“Distributed Shared Memory” by Alan Judgedely Nixon, Brendandngng, Stefin W\eber
and Mnny Cabhill, in Buyya. Grade A. In ceentional RPC model, operations arevex
between processes, in DSM, data isvatbbetween the twv An interesting paperage
indepth information on the choicegaslable for DSM systems, definitely helps us decide the
issues imolved in choosing whether to go forgicit message passsing based programming,

or transparent distriied data access using DSM.

11.Climate Ocean Modeling. Wang, B. Cheng, YChao. Grade B. Teshare theirx@eriences
in developing a portable ocean modeling code using MPI. The PC cluster comparison with
T3E and T3D ws interesting; the PC cluster outperformed the older T3D on their abde b

was not as good as a T3E made up ofaréAlpha clusters.



