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Abstract—We present a novel framework, GreyLambda, to
improve the scalability of traffic engineering (TE) systems.
TE systems continuously monitor traffic and allocate network
resources based on observed demands. The temporal requirement
for TE is to have a time-to-solution in five minutes or less.
Additionally, traffic allocations have a spatial requirement, which
is to enable all traffic to traverse the network without encountering
an over-subscribed link. However, the multi-commodity flow-
based TE formulation cannot scale with increasing network
sizes. Recent approaches have relaxed multi-commodity flow
constraints to meet the temporal requirement but fail to satisfy
the spatial requirement due to changing traffic demands, resulting
in oversubscribed links or infeasible solutions. To satisfy both these
requirements, we utilize optical topology programming (OTP)
to rapidly reconfigure optical wavelengths in critical network
paths and provide localized bandwidth scaling and new paths for
traffic forwarding. GreyLambda integrates OTP into TE systems
by introducing a heuristic algorithm that capitalizes on latent
hardware resources at high-degree nodes to offer bandwidth
scaling, and a method to reduce optical path reconfiguration
latencies. Our experiments show that GreyLambda enhances the
performance of two state-of-the-art TE systems, SMORE and
NCFlow in real-world topologies with challenging traffic and link
failure scenarios.

Index Terms—Optical Networks, Wide Area Networks, Control
and Data Plane Programmability, Computer Simulation Experi-
ments, Monitoring and Measurements.

I. INTRODUCTION

Internet service and cloud providers have been working to
scale their network performance by making various parts of the
network programmable, from load balancers [1], [2] to switch
stacks [3]–[5] to network interface cards [6]. This has led to
the replacement of ad hoc traffic engineering (TE) in wide-
area networks (WANs) with software-defined systems [7]–[15],
to better manage WAN resources, respond to dynamic traffic
shifts and unforeseen events, and provide custom services to
customers.

TE systems aim to continuously monitor traffic demand
and utilization across the entire network using a range of
measurement tools, allocate network resources based on the
observed demands, and update the traffic forwarding behavior
of network resources accordingly. The success of these systems
is contingent upon the optimization step being completed
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within a defined time frame, such as a time-to-solution of
five minutes or less [8], [11], [15]. This time constraint is
referred to as the “temporal requirement.” Furthermore, flow
allocations onto links must not oversubscribe those links within
a geographical scope of the network; this is referred to as the
“spatial requirement” of the TE system.

In modern TE applications, the approach to satisfying
both temporal and spacial requirements is to solve a multi-
commodity flow (MCF) problem. At its core, MCF is a
polynomial time algorithm that solves for the routing paths
and flow allocations among paths in an application-defined
optimal way [16]. Although the algorithm is solvable in
polynomial time, it cannot keep up with the increasing size
of network backbones and changing traffic demands, as seen
in unforeseen events such as sudden flash crowds or fiber
cuts. To address this challenge, recent approaches such as
SMORE [9] and NCFlow [10] have relaxed MCF constraints in
order to meet the temporal requirement. For example, SMORE
opts for a selection of semi-oblivious paths [17]. These paths,
although longer than the shortest routes, deliberately avoid
traversing the core directly. By doing so, SMORE mitigates the
likelihood of congestion occurring in the most central-links of
the network. In NCFlow, the network is divided into multiple
connected components. Routing within each component is
independently resolved in parallel. Following this step, the
remaining demand between clusters is addressed by utilizing the
remaining available bandwidth. Our evaluation shows that these
relaxed constraints can lead to cases of link oversubscription,
where traffic demand on a link exceeds the link’s capacity,
(and, consequently, throughput drops) or infeasible solutions in
critical network paths during unforeseen events. Furthermore,
we note that considering the entire network infrastructure
in the optimization step is not always necessary, as these
unforeseen events are often localized to specific critical network
paths. This warrants the right scoping of those critical paths
as part of the spatial requirement. Improving the scalability
of TE systems by satisfying both the temporal and spatial
requirements simultaneously is an open problem.

In this work, we identify a novel solution for improving the
scalability of TE systems by utilizing the recent development
in optical networking known as optical topology programming
(OTP). OTP enables the reconfiguration of existing optical
wavelengths and the creation of new ones in critical network
paths, providing two key advantages. First, OTP allows for
localized link bandwidth scaling to reduce congestion in the
oversubscribed network links. Second, OTP provides new paths
for forwarding traffic and absorbing dynamic traffic shifts



caused by unexpected events.
Harnessing these benefits in practice to satisfy the two

requirements of TE systems, however, requires addressing three
key challenges. First, implementing OTP on large networks
requires a significant investment in optical equipment, such as
transponders and amplifiers, to establish new traffic forwarding
paths. Second, the current optical equipment deployed in WANs
often experiences substantial reconfiguration delays due to
optical path-protection mechanisms, such as amplifier gain
control and transponder power adjustments. These mechanisms
are at odds with the temporal requirement. Finally, there is no
unified formulation to evaluate the effectiveness of OTP versus
static allocation and determine the optimal routing of traffic
flows through the network by considering the benefits of OTP
compared to static backup paths.

To address these challenges, we present GreyLambda, a
framework that scales current TE systems by integrating
OTP. GreyLambda comprises two innovative components.
Firstly, a heuristic algorithm that capitalizes on the presence
of latent hardware resources, e.g., optical transponders, at
high-degree nodes to offer bandwidth scaling on up to two
links simultaneously. The scaling of capacity on two links is
possible at nodes that have two transponders that are unused
and a neighbor across each link with at least one available
transponder. At the core of this algorithm is a theorem that
demonstrates the benefits of these resources increase with the
degree of the node in which they are placed. This directly
addresses the spatial requirement by mitigating losses locally
through simple optical layer bandwidth adjustments, rather
than performing a global computation of all paths and flows.
Secondly, we conduct lab-based experiments on commercial
long-haul optical fiber hardware to delve into the reasons for
optical path reconfiguration latencies and present a method to
reduce these latencies to milliseconds for paths with several
optical amplifiers. Finally, we demonstrate the potential of
GreyLambda to enhance the performance of two state-of-the-
art TE systems, SMORE [9] and NCFlow [18], by integrating
the two components of GreyLambda and evaluating the results
in real-world topologies with challenging traffic and link failure
scenarios.

This paper makes the following novel contributions.

• A first-of-its-kind framework, GreyLambda, for scaling
TE systems using optical topology programming (OTP).

• Spatial scoping algorithms that is theoretically grounded
and that satisfies spatial requirement of TE by identifying
specific critical links in a network.

• A fast topology programming mechanism to reduce the
wavelength reconfiguration latencies of links identified
by the spatial scoping algorithms, achieving the temporal
requirements of TE.

• A simulator to demonstrate the efficacy of spatial scoping
algorithms and topology programming mechanism, and
how they can be paired with different TE systems 1.

• Extensive evaluation using the simulator that demonstrates
how OTP can scale two state-of-the-art TE systems and

1Source code at https://github.com/mattall/topology-programming

outperform two topology programming techniques even
in the face of unsatisfiable demands.

II. BACKGROUND AND MOTIVATION

A. Traffic Engineering

WAN infrastructures are costly investments, and the routing
systems adopted by the public Internet, e.g., OSPF and IS-IS,
are prone to suffer high performance impacts from node or link
failures unless the infrastructure is highly over-provisioned,
e.g., with links typically using 40%-60% of their available
capacity [8] at any given time. To maximize the return on
investment from WAN infrastructure and to achieve higher
utilization of the links that connect end infrastructures (e.g.,
data centers), TE has been widely used by large content and
Internet service providers (e.g., Verizon, Microsoft, Google,
etc.) [8], [9], [11], [12], [14], [19]–[22]. At a high level, the TE
formulation consists of three steps: (1) observe network demand
and link utilization, (2) optimize traffic allocations (including
path selection and flow allocations per path) according to
the observed demands using numerical optimization solvers,
and (3) update the forwarding state of network routers and
switches using the optimization result [15], [23]. In this work,
we are primarily concerned with step 2 of TE and contribute
a framework that enables TE to solve this step quickly when
bandwidth demand on links in the network is greatest (e.g.,
from flash crowd events or from fiber cuts).

TE optimization has been the subject of numerous recent
studies [8], [9], [11], [12], [14], [19], [20]. These efforts have
been prompted by the shortfalls of greedy, shortest path routing,
for managing inter-datacenter traffic at scale [8] and advances
in programmable network monitoring and control software [5],
[24], [25]. TE optimization solvers are expected to compute
as well as provision traffic paths and flow allocations on those
paths approximately once every five minutes [8], [11], [15]. We
call this the temporal requirement of TE optimization solvers.
Although MCF is the most optimal way to route network
traffic, solving MCF-based TE optimization is infeasible for
large networks [8]. In light of this, a host of TE systems
have been proposed to address the temporal challenge while
maintaining high throughput throughout the network [9], [10],
[14]. In short, any solution to scale the performance of TE
systems should satisfy the temporal requirement.

B. Motivation: State-of-the-art and their Limitations

Our work is motivated by the following two key limitations
of state-of-the-art TE systems:
Limitation 1: Falling Short of the Spatial Requirement.
Complementary to the temporal requirement is the spatial
requirement of TE systems. The spatial requirement pertains to
the geographic scope of the network infrastructure considered
(e.g., all links vs. top k links) by TE optimization solvers in the
face of unforeseen events with dynamic shift traffic, such as
flash crowds and fiber cuts. Typically, the TE optimization runs
globally, addressing the spatial requirement in a roundabout
way, i.e., by provisioning flow tunnels along edge-disjoint
paths [9] or by reserving headroom on all network links in
case of an unforeseen event [12]. Prior efforts have pointed
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out that events typically have a local spatial scope [19], [26],
potentially affecting only a handful of links in the network.
Thus, reducing the spatial scope to the affected links is key
to accelerating the TE optimization step and scaling network
performance.

To illustrate, we investigate how frequently a given link in
Microsoft Azure’s global WAN [27] experiences congestion
loss—defined as bandwidth demand greater than link capacity—
during a diverse set of flash crowd and fiber cut events.
To this end, we generate 432 traffic matrices (see § VI
for details), where each matrix targets one direction of a
single link in Azure’s network. We plot the number of times
that each link in the network sees congestion loss given
different TE routing strategies, including equal-cost multi-
path (ECMP) routing, semi-oblivious path selection with MCF
(SMORE [9]), unrestricted MCF (simply noted denoted at
MCF), and NCFlow [10] in Figures 1, 2, and 3.

In this analysis we show ECMP because of its historical
significance and because it is still used in networks today.
ECMP forwards traffic along the shortest paths between hosts.
Therefore links that are central to the topology end up being
bottlenecks as they are on the greatest number of shortest paths.
Thus, relying on them to forward the bulk of traffic leads to
a small number of links being congested by many different
traffic events. This is clearly visible in Figures 1a, 2a, and 3a,
where some links are congested by upwards of 20 different
traffic matrices.

At the other end of the spectrum, MCF makes the optimal
choice for routing paths considering traffic. This routing
strategy is as close to as perfect as we can get concerning TE,
but is not scalable; solving MCF for Azure in our experiments
took more than an hour to solve for each traffic matrix.
Even with this optimal path selection and forwarding strategy,
Figures 1b, 2b, and 3b, show a small number of links (fewer
than other routing strategies) that are congested by more than
one event.

SMORE is more scalable than MCF, but also has more
links that are critically impacted by multiple flash-crowd/fiber
cut scenarios. Figures 1c, 2c, and 3c show that the result for
congestion loss events per link in SMORE is also a long-tail
distribution that falls somewhere between those observed in
ECMP and MCF.

NCFlow trades off a higher throughput guarantee compared
to SMORE and MCF in favor of speed. It divides the network
into components and solves flow allocations within each
component before routing flows across the network in an
iterative fashion. As a result, Figures 1d, 2d, and 3d show
that the number of congestion loss events on a per link basis
are higher than MCF and SMORE, which both take a global
view of the network when optimizing routes for traffic. The
links that are congested most frequently in NCFlow are the
border links between network partitions.

NCFlow and SMORE are the latest of these four TE
strategies and therefore we exclude ECMP and MCF from
the rest of the paper.

Takeaway: There is a small set of critical network paths
that are affected by a diverse set of congestion-causing events
(including flash crowds and multi-link failures). Unfortunately,

many of the TE solvers run globally i.e. without considering
the right scope of the critical paths as part of the spatial
requirement.
Limitation 2: Not Considering the Temporal and Spatial
Requirements of TE Simulatenously. NCFlow [10] partitions
the network topology into a small number of clusters, which
they refer to as contractions, and solves a TE optimization
within each network contraction in parallel, while also optimiz-
ing inter-contraction traffic. BlastShield [13] also partitions the
network into clusters, but uses distributed controllers to route
traffic through each cluster (rather than having the optimization
coordinated by one central server as in NCFlow). While these
solutions scale to global content provider networks and satisfy
the temporal requirement of TE, they still fall short regarding
the spatial requirement by maintaining a simplified view of
network topology that lacks geographic considerations such as
the impact of fiber cuts on shared links.

Researchers have proposed systems for WAN operation
considering the spatial requirements of TE. For example,
SMORE [9] makes use of oblivious path selection to route
traffic so that shortest-path links are not oversubscribed.
Unfortunately, SMORE is still unable to meet the spatial
requirement for some flash-crowd and link-failure scenarios; the
fixed bandwidth available on links leads to infeasible solutions
where bandwidth allocated to critical links exceeds capacity.
Figures 1c, 2c, and 3c illustrate this observation, where the
same critical links are oversubscribed by various flash crowd
and link-flood scenarios. This is similarly the case for other TE
systems that have fault tolerance as a core design constraint,
such as FFC [12] and TeaVar [11]. These systems attempt to
reduce the impact of spatial events like flash crowds and link
failures by under-subscribing network links such that there is
additional room on alternate path links when the primary path
fails or is over-subscribed.

Recently, there has been a promising line of work high-
lighting packet-optical network co-optimization and topology
reconfiguration in response to events such as link failures. For
example, Arrow [15] enables partial restoration of lost link
capacity by using transponders at the ends of a failed link to
activate a new optical circuit on an alternate physical path.
The system relies on amplified spontaneous emission (ASE)
noise generators to occupy spectral bandwidth on redundant
paths until a traffic-carrying signal replaces the noise channel
on a backup fiber. Arrow uses a system of linear programming
optimization functions to choose restoration paths from a set
of candidates and maximize throughput for end-to-end traffic
on the (partially) restored path. The optimization runs globally
across the entire network and depends on ASE channels to meet
the temporal requirement of TE. If these ASE noise channels
are not available the reconfiguration latency increases from
seconds to tens of minutes [15], which is at odds with the
temporal requirement. This is also a limitation because there
is no oracle to tell which link will fail a priori and thus the
ASE channels cannot be maintained globally for every link in
the network. This limitation notwithstanding, Arrow is a key
inspiration for this work and points us to a novel opportunity
that we leverage in this work.

Takeaway: A body of solutions consider the temporal
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Figure 1: Total Congestion Loss events per link in Azure with flash crowds with various TE schemes.
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Figure 2: Total Congestion Loss events per link in Azure with flash crowds and one link failure with various TE schemes.
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Figure 3: Total Congestion Loss events per link in Azure with flash crowds and two link failures with various TE schemes.

requirement but fall short of the spatial requirement. The
solutions that prioritize the spatial requirement do not get
the right geographic scoping of critical network paths. What is
critically lacking is a solution that satisfies both the temporal
and spatial requirements of TE simultaneously.

III. OPTICAL TOPOLOGY PROGRAMMING:
OPPORTUNITY, CHALLENGES, AND DESIGN APPROACH

A. Opportunity
We observe a new opportunity to address both these

requirements simultaneously in the TE optimization step by
leveraging OTP, a recent advancement in optical networking.
Using OTP, an operator can affect a network’s topological
structure via optical wavelength reconfiguration in addition to
the traffic forwarding behavior.

OTP leads to two new opportunities for accelerating TE
optimization and satisfying both requirements. First, it allows a
network’s underlying topology to scale capacity on demand in
a fine-grained, localized fashion to avoid congestion resulting
from a fiber cut or flash crowd. Second, OTP enables an
operator to amplify the benefits of traditional TE mechanisms.
Improved general network performance is possible because
changes made at the optical layer give us increased possibilities
for forwarding traffic on new paths in the face of network
events. These opportunities increase the flexibility and control
that today’s SDN control technologies offer when faced with
adverse demand and link failure scenarios.

To illustrate these opportunities, Figure 4a shows a simple
graph/network with two nodes v, w connected via edges/fiber,
with the number of wavelengths per edge indicated. The
presence of multiple fiber links between two nodes, as shown
in this figure, may come about in a variety of cases; for
example, an operator from a local research and enterprise
network confirmed to us that many of their IP links have
redundant fiber lines, e.g., going along disjoint south-bound
and north-bound conduits along freeways. It is also possible
to route an optical circuit passively across intermediate nodes
between v and w. Figure 4b shows an optimally resilient
static allocation of three wavelengths in the sense that for
any two fiber cuts, as in 4c, at least one wavelength remains
between v, w. With OTP, all wavelengths can be steered onto
the surviving fiber, restoring the original throughput for the
network 4d.

Figure 5a illustrates a traffic shift without failures. In this
case, previous traffic required bandwidth of 2 between s, t and
v, w. However, if traffic shifts to flow only between s and t,
any TE is limited to a throughput of 2 as shown in 5a, whereas
TE+OTP can adapt to the situation and obtain a throughput of
4 as shown in 5b.

B. Challenges

Leveraging OTP to scale TE systems entails three unique
challenges:
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Figure 5: A physical graph with four transponders at each
node in (a). Adapting the static wavelength allocation in (b)
yields a gain factor of 2 for the throughput from s to t in (b).
Conceptually, the minimum cut between s and t limited the
performance of TE in (a). OTP on the other hand increased
the minimum cut to 4, by moving wavelengths away from the
middle fiber.

(C1) Is it possible to identify and run OTP on certain
critical paths to satisfy the spatial requirement? Large WAN
networks have hundreds of nodes and many more edges, e.g.,
the Azure network discussed in § II has 113 nodes and 216
edges. Enabling OTP on every one of these links globally would
require significant investments in equipment to guarantee that
a backup path could be provisioned for every possible link
failure event. In addition to the hardware support required, there
are also practical concerns for the reliability and efficiency
of a software system trusted to orchestrate dynamic physical
connections between all of the network nodes across all of
the potential paths. Such an investment is not realistic and
therefore, to reap the benefits of OTP, we must be strategic
concerning which links in the network would benefit the most
with reconfigurability.

(C2) How can wavelength reconfiguration latencies be
reduced to satisfy the temporal requirement in the absence
of amplified spontaneous emission (ASE) noise generators?
Historically, OTP has not been widely used in WAN networks
due to the reconfiguration latency that occurs when activating
a new circuit on a shared fiber span [28]. Moreover, careful
measures must be taken to ensure that the introduction of a
new circuit to a fiber span does not degrade the optical layer
performance (as shown in § V-B). In light of these limitations,
packet and optical network innovations have generally occurred

independently of each other [29], and bridging the chasm
between the communities require revisiting some of the base
assumptions (e.g., TE assuming that there is a stable and static
topology).

(C3) What are the benefits of OTP for existing TE systems?
In the absence of large-scale optical testbeds to pragmatically
investigate the benefits of OTP, it is important to understand
how existing TE systems pair with OTP. To do this, we
require answers to several what-if questions regarding network
performance (e.g., throughput, latency, utilization) under a
diverse set of operational configurations, including TE system,
demand profiles, and OTP capabilities.

C. Design Approach, Novelty, and Roadmap

We propose a framework called GreyLambda that seeks to
scale the performance of current TE systems by integrating
OTP to accommodate dynamic traffic shifts and unforeseen
events such as fiber cuts. Concretely, GreyLambda augments
existing TE systems with OTP at the right scope concerning
an area impacted by congestion or failure, enabling it to react
quickly with a locally optimal solution that has global benefits
for network performance. For example, the system could
be configured to respond with topology adaptation (adding
links or bandwidth to specific pairs of nodes) only in the
event of link failure if desired or deployed more liberally to
change the topology with traffic if there is a high likelihood
of performance benefit.

At the core of GreyLambda are the three novel insights:
(I1) To address C1, GreyLambda employs a formal model

with theoretical guarantees to reduce the scope of TE optimiza-
tion and identifies certain critical optical layer links (§ IV).

(I2) To address C2, GreyLambda employs a fast topology
programming mechanism to reduce the wavelength reconfigu-
ration latencies of links identified in (I1) (§ V).

(I3) To address C3, GreyLambda informs TE (at the network
layer) about those identified links, thus amplifying the TE
benefit and accelerating its solution process (§ VI).

IV. REDUCING THE SCOPE OF TE OPTIMIZATION FOR
SPATIAL REQUIREMENT

To satisfy spatial requirements we address two goals: (G1)
Identify critical links in a topology, e.g., such as those
that underlie WANs for cloud and Internet service provider
backbones, where GreyLambda will have the greatest benefit.
Here, critical links refer to those where Traffic Engineering
(TE) alone cannot ensure a 100% throughput in scenarios
involving multiple traffic and link failures. (G2) Reduce the
spatial scope of TE optimization to the critical links.

We show how to achieve G1 considering the physical
topology alone before traffic is running through the network.
To do so, we leverage an intuitive feature of mesh topologies,
namely that they contain high-degree nodes where bandwidth
scaling can be achieved for any two adjacent edges with as few
as two extra transponders at the incident nodes. Leveraging this
feature, we hone into the links that are being affected by high
demand and temporarily increase their capacity at the optical
layer, thus reducing the scope of TE (G2), and saving traffic

5



loss that would occur while an optimization solver recomputes
and allocates flows onto new paths.

Concretely, we prove (§IV-A) that the throughput and utiliza-
tion gain factor of enabling optical topology programming is
between one and O(∆), for wavelengths between neighboring
nodes, where ∆ = maxv∈Vδ(v) is the maximum node degree
δ(v) in the physical graph G: i.e., a low node degree implies
low potential benefits, whereas a high node degree signals
large potential benefits. We further prove that these bounds
hold for any graph, under any edge (i.e., fiber) failure and
demand scenario. Intuitively, this result quantifies how much
(over)utilization can be reduced, or throughput increased, under
changing traffic demands and edge failures, by adapting the
wavelengths dynamically.

The theorem informs our heuristic algorithm (in § IV-B)
and reduces the scope of the TE objective function by limiting
the number of flows that are considered for forwarding path
adjustments. For example, when traffic shifts dramatically in a
typical network, the TE controller recomputes flow allocations
globally for all network paths. However, when we scale
bandwidth at the optical layer we only need to consider
the paths that are contending for bandwidth on the critically
affected link and scale bandwidth on it accordingly.

A. Formal Model and Theoretical Guarantees of OTP

As we formally prove tight bounds on the gains of optical
topology programming, we first give a precise model setting
for the case of regeneration and wavelength conversion at
each node. A list of notations used is given in Table I.

Variable Description
G = (V,L, σ) Graph representing a physical network

V ROADM nodes
v, w ∈ V Exemplary distinct elements of V

L Set of all fiber links (multi-edges)
e = (v, w) ∈ L A single fiber link (edge).

δ(v) ∈ N Degree of node v, #edges incident to v
|N1(v)| ∈ N # of neighboring nodes adjacent to v

∆ ∈ N Maximum degree (of a node) in a graph
σ : V → N Number of transponders that can be

allocated to v’s edges
µ(e) ∈ N Maximum possible wavelengths on the

edge e
Λ : V × L → N A wavelength allocation, the number of

wavelengths from a node onto an edge.
c(e) ∈ N Total number of wavelengths on edge e

u(e) ∈ R[0,1] Utilization of edge e
GΛ Wavelength allocation Λ applied to G

Y : G×D ×F → R[1,O(∆] Gain factor for moving from a static to
dynamic capacity WAN.

T : G×D ×F → R[0,1] Maximum link utilization in topology
G, for demand matrices D ∈ D and for
failure scenarios F ∈ F .

D ∈ D Demand matrix, {V2 → R}
F ∈ F Failure scenario, F ⊆ L, set of edges

for which c(e) = 0

Table I: Notations used in the formal model.

Physical host graph: We model the physical host graph as
G = (V,L, σ), with nodes V and (multi-)edges L. We assume
that G is connected, that nodes correspond to ROADMs and
edges correspond to physical fibers. Each node v ∈ V has two
attributes: (i) δ(v) is the degree of node v, i.e., the number

of incident edges (fibers), (ii) σ(v), σ : V → N is the total
number of transponders in v that can be allocated to v’s edges.
Depending on the modulation technology, each fiber edge has
an attribute, µ(e), that corresponds to the maximum possible
wavelengths on the fiber.2

Wavelength allocation: In order to route traffic on an edge
e = (v, w) in G, we need to assign wavelengths to e. In
optical communications, a transponder is a device that sends
and receives the optical signal on a fiber. Each wavelength
requires a transponder on the sending node and receiving node.
Although fiber is unidirectional, today’s transponders enforce
bidirectionality. Hence, reconfiguring a wavelength between
v and w requires the reverse path to be reconfigured from
w to v.3 Given this, we define a wavelength allocation Λ of
a graph G by Λ : V × L → N representing the number
of wavelengths allocated on each edge by the nodes. In
finding a new wavelength allocation, nodes are limited by
the pool of transponders they have (σ(v)). Hence, the total
number of wavelengths on each edge, c(e), cannot exceed the
number of available transponders on its neighboring nodes;
i.e.,

∑
e=(v,w) Λ(v, e) ≤ σ(v), ∀v ∈ V and the number of

wavelengths on an edge, c(e), is not greater than the number
of transponders allocating wavelengths onto e from either end,
v or w; c(e) = min(Λ(v, e),Λ(w, e), µ(e)) where (v, w) = e.
We denote GΛ when wavelength allocation Λ is applied to G.

Static WAN: We briefly describe the baseline for our model’s
comparison, a static WAN. The state-of-the-art in binding
wavelengths to fibers is a static allocation based on the history
of traffic demand, growth prediction, and failure resiliency.
Once a wavelength allocation is set up, it does not change for
months. We assume the static topology is an optimal wavelength
allocation able to route traffic demands under failure resiliency,
while minimizing the maximum utilization, and that each fiber
can be populated with wavelengths. Without these assumptions,
it is easy to fabricate unreasonably large savings factors, e.g.,
by comparing with allocations that are ineffective on purpose
or cannot survive fiber cuts.

Utilization and throughput gain factor: We define the
gains Y of moving from a static to a dynamic capacity
WAN by Y = maxD∈D,F∈F

T (GΛ,D,F )
T (G∗,D,F ) , where T (G∗, D, F )

is the maximum link utilization in the static topology G∗, for
demand matrices D ∈ D and for failure scenarios F ∈ F .
Similarly, T (GΛ, D, F ) is the maximum link utilization in the
dynamic wavelength allocation Λ obtained by reprogramming
the wavelengths with respect to the demand matrix D and
failure scenario F . Note that G∗ and GΛ share the same
physical graph G; the difference lies in the ability to reallocate
wavelengths after failures. We define the gains for total
throughput analogously. Lastly, in this setting, we only allow
survivable failure scenarios F where the network is not
physically disconnected.

We provide bounds on the throughput and utilization gains
of OTP in the setting where each node in the physical network

2E.g., µ(e) = 120 wavelengths for QPSK modulation with 37.5 GHz
spacing.

3Recent work shows this assumption is not optimal; there are gains in
building a unidirectional WAN using unidirectional transponders [30], but we
leave this discussion for future work.
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graph employs transponders that terminate the optical link and
regenerate the signal.

Theorem 1. Given a physical graph G, the utilization (and
throughput) gain factor Y is bounded by 1 ≤ Y ≤ O(∆),
where ∆ is the maximum degree in G. This bound holds for
any topology, under any survivable edge failure scenario.

Proof of Theorem 1. Recall that an optimal static wavelength
allocation (our “competition”) minimizes the gain factor of
reconfiguration. In order to prove the theorem, we will first (1)
show that there is always a feasible static wavelength allocation
ΛA, (2) whose gain is at most a factor of O(∆) away from
some other static wavelength configuration ΛB , where ΛB

possibly infeasibly allocates more wavelengths than available
at the nodes / permitted on the links. Both ΛA and ΛB are
chosen independently of the traffic or demands present. We will
then show (3) that ΛB can match any throughput or utilization
that any dynamically adjusted feasible wavelength allocation
ΛC could serve.

(1) To this end, we create ΛA as follows: For ΛA, each node
v distributes its σ(v) transponders evenly over all its neighbors,
possibly wasting up to |N1(v)| − 1 ≤ ∆− 1 transponders to
obtain identical numbers for all neighbors, where |N1(v)| is
the number of neighboring nodes adjacent to v. Furthermore,
even more transponders can be wasted due to µ restricting the
number of wavelengths possible. ΛA cannot be better than an
optimal static wavelength allocation as ΛA is feasible, i.e., we
have a lower bound on optimal static performance.

(2) Next, consider a wavelength allocation ΛB , which we
obtain as follows: We begin with ΛA, but multiply every
transponder assignment of a node to a neighbor by 2∆ − 1.
Observe that ΛB does not have to be feasible, but it clearly
can satisfy any flows feasible in ΛA. Assume ΛB has a gain
of X > 2∆− 1 compared to ΛA for some demand and some
failure scenario (possibly empty). Then, we take all flows ΛB ,
dividing their size by 2∆−1, meaning they are feasible in ΛA,
but due to X > 2∆− 1 we obtain a contradiction, analogously
for the utilization.

(3) Lastly, assume there is a feasible ΛC which results in a
better output for the objective function than on ΛB : this leads
to a contradiction as any flow routing or utilization feasible
in ΛC is also feasible in ΛB , as in ΛB , every node v assigns
σ(v) transponders to each neighbor adjacent to v, whereas in
ΛC , each node v has to distribute its σ(v) transponders over
all its incident links in total.

We observe that the result of Theorem 1 cannot be improved
with respect to its dependency on ∆, the maximum degree of
a single node in the network, and briefly sketch the reasoning
next. Consider traffic matrices that change between the outgoing
links of a central node. A static allocation has to distribute its
wavelengths along all neighbors, whereas a dynamic allocation
can shift all allowed wavelengths to just one neighbor at a
time. The argument can made made analogously for fiber cuts.
Hence, there are cases where the gain Ω(∆) matches the upper
bound of O(∆) and note that this example can be generalized
beyond a single central node.

Theorem 1 tells us intuitively that OTP has greater benefits
for networks with higher degree nodes. A corollary to this is
that within a single network, the benefits of enabling OTP are
greatest at nodes in the network whose degrees are greatest.

B. Model-based Bandwidth Scaling Algorithm

Result from Theorem 1 has implications for both the (offline)
provisioning of network resources and the (online) orchestration
of those resources according to dynamic traffic and network
event scenarios. Regarding the provisioning of resources, we
see that the benefit of a reconfigurable topology vs. a statically
configured one is signaled by the maximum node degree in
the network. We leverage this finding to strategically place
two additional transponders at every node in the network with
degree two or higher, knowing that their benefit will be the
greatest at nodes with high degree. Nodes with degree one only
need one fallow transponder, as they have only one out-bound
fiber on which two activate an optical link. By placing two
fallow transponders at each node with degree two or greater,
and one at every one with degree one, we can activate and end-
to-end path with increased bandwidth between and two nodes
in the network. We call the transponders that are provisioned for
the express purpose of reconfigurability fallow, which refers
to an agricultural practice in which fertile land is plowed
but not seeded, and is instead left idle until better growing
conditions are present. The intuition of this practice for WAN
operation, as motivated by Theorem 1, is that the best link for
the fallow transponders to activate upon will be determined by
the changing operating conditions of the network, for example
in response to flash crowds or link failures.

Provisioning fallow transponders in the network has multiple
benefits that we explore in this work. In addition to allowing
for bandwidth on demand at key moments and places in the
network, it is consistent with WAN operator goals regarding
high-utilization and lower capital expenses. In § VI we
give a detailed analysis of the cost and benefit of static
topologies compared dynamic topologies. Finally, strategically
provisioning fallow transponders dramatically aids in reducing
computational complexity for optimally choosing where and
when to activate reconfigurable links.

By provisioning the network with these fallow transponders,
we can call on them opportunistically to adapt and scale
bandwidth on network links during adverse scenarios such as
flash crowds and link failures. We provide two intuitive heuristic
algorithms (henceforth known as spatial scoping algorithms)
that describe how to orchestrate the fallow transponders to
quickly adapt the topology in response to an event. The first
assumes a slow TE solver which takes several minutes or
more to compute flow allocations when network conditions
change (e.g., traffic shifts or link failures). In such a case, we
look locally at the links surrounding the event of interest and
quickly attempt to scale capacity on those links. In light of the
temporal requirement, this algorithm provides a mechanism
for increasing capacity along a congested path quickly, on the
order of seconds, without re-invoking a potentially slow TE
optimization. The second heuristic algorithm assumes a TE
optimization that satisfies the temporal requirement and can
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compute flow allocations in less than one second for the entire
network. It uses the TE optimization to predict which links
will suffer congestion loss and increases bandwidth directly on
them.

Algorithm 1 shows the conditions for activating bandwidth
on demand for links where traffic is lost from congestion
(e.g., from flash crowds or link failures). The algorithm first
narrows the scope for a bandwidth scaling solution down to
a set of critical links, i.e., high degree nodes where fallow
transponders are available, leveraging the model described
in § IV-A. This model-based scoping is the key novelty of
our approach, as it enables us to quickly find links whose
performance is faltering and interject by scaling bandwidth on
them. The first condition that we check is whether the nodes
incident to the traffic loss event (congestion or failure) have
fallow transponders. If they do, we activate these transponders
to establish a higher-bandwidth link between the two nodes.
The condition looks for opportunities to scale bandwidth on
pre-existing IP links, and therefore the additional bandwidth on
these links can be instantiated without re-computing TE flow
allocations and forwarding paths. The second condition fires
when there are no fallow transponders at the nodes incident
to the loss event. In such cases, it searches the topology for
links along an alternate path in which to increase bandwidth
such that loss will be averted. These mechanisms simply offer
higher bandwidth to the existing TE controller and enable
the system to be integrated without constructing a new TE
optimization algorithm. The naive bandwidth scaling algorithm
(i.e., Algorithm 1), is bound by the shortest path algorithm,
and is therefore O(VL).

The ACTIVATELINK method should be rapid to minimize
traffic loss before the network paths are updated. In the
following section, we explore the capabilities of modern optical
networking hardware and benchmark the time for activating a
long-haul circuit.

In cases where the TE algorithm can compute flow allo-
cations and predict utilization quickly, e.g., in sub-second
timescales, we can leverage the speediness of the TE optimiza-
tion to inform our bandwidth scaling decision. Algorithm 2
describes this mechanism concretely. This algorithm runs in
a centralized process on the network’s SDN controller. When
a link failure occurs, the process simulates flow throughput
and link utilization in the network assuming every remaining
link with any fallow transponders in the network has double
the capacity. Now, any link whose utilization is above 50%
would have been congested due to the failure in the current
topological configuration. Therefore, we identify those links
from the simulation and then scale bandwidth up on those
links only.

The complexity of the TE-informed bandwidth scaling
algorithm (i.e., Algorithm 2) is similar to the complexity of
the underlying TE algorithm and has an added linear term
with respect to the number of edges in the network because it
iterates over each edge in the network twice.

The novelty of spatial scoping algorithms 1 and 2 is that
they narrow the scope of the TE optimization problem directly
to the localized area in which traffic or network events
disrupt throughput for network-wide traffic. Another system

Algorithm 1 Naïve Bandwidth Expansion Algorithm

Require: G = (V,L, σ) ▷ Network, G, of nodes, V , and links, L
and transponders σ

Require: f : G→ L ▷ Scope links based on model, taking G
as input and returning a set of critical links L

procedure ACTIVATELINK(v, w)
e← (v, w)
Λ(v, e)← Λ(v, e) + 1
Λ(w, e)← Λ(w, e) + 1

end procedure

for (v, w) ∈ L do
if σ(v) > 0 AND σ(w) > 0 then

ACTIVATELINK(v, w)
else

P ← shortest_path(v, w) s.t. (v, w) /∈ P
can_activate ← True
for (v̂, ŵ) ∈ P do

if σ(v̂) = 0 OR σ(ŵ) = 0 then
can_activate← False

end if
end for
if can_activate then

for (v̂, ŵ) ∈ P do
ACTIVATELINK(v̂, ŵ)

end for
end if

end if
end for

that operate this way is NCFlow [10]. NCFlow partitions the
network into a set of connected components, and routes traffic
locally in each component before routing inter-component
demands. We compare our performance with NCFlow in
section VI.

V. REDUCING RECONFIGURATION DELAYS
TO ACHIEVE THE TEMPORAL REQUIREMENT

Toward the goal of satisfying temporal requirement with OTP,
we seek to establish a performance baseline for wavelength
reconfiguration. The baseline will serve as a starting point for
developing methods for identifying opportunities to reduce
reconfiguration latencies from minutes to sub-seconds in the
absence of ASE noise generators. To establish this baseline,
we conduct a series of experiments on commodity optical
networking equipment using best practices for adding/removing
high-capacity circuits in WANs. All of our experiments are
conducted on an emulated long-haul optical path with seven
amplifiers and 200 km of single-mode optical fiber.

A. Objectives and Testbed

To assess the feasibility and thresholds for dynamic recon-
figuration of wavelengths on long-haul paths, we conduct a
series of laboratory-based experiments on standard optical
networking equipment that can be found in today’s enterprise
or service provider infrastructures. The specific goal of our
tests is to measure the time taken by an optical path to stabilize
to the point where it can be used to transport data after
adding/removing wavelengths. To this end, we create a testbed
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Algorithm 2 TE Informed Bandwidth Scaling

Require: G = (V,L, σ) ▷ Network, G, of nodes, V , and links, L
and transponders σ

Require: F ⊂ L s.t. c(e) = 0 ∀ e ∈ F ▷ Set of failed links
Require: D = {V2 → R} ▷ Traffic demands between nodes
Require: t : (G,D)→ {(e, ue)} ▷ TE function where ue is the

utilization of edge e
Require: f : G→ L ▷ Scope links based on model, taking G

as input and returning a set of critical links L

procedure SIMULATEBANDWIDTHSCALING(G, F, D, t, f)
S = ∅ ▷ Set of links to increase bandwidth on
if F ̸= ∅ then

H = G− F ▷ The network with failed links removed
L = f(H)
for e ∈ L do

c(e) = 2× c(e) ▷ Double capacity of remaining edges
end for
U = t(H,D) ▷ Run the TE algorithm, t on H with D
for e ∈ U do ▷ Find links with utilization above 50%

if u(e) > 50% then
S = S + e ▷ Add them to the set of scaling links

end if
end for

end if
return S

end procedure

S = SIMULATEBANDWIDTHSCALING(G,F,D, t, f)
for v, w ∈ S do

ACTIVATELINK(v, w)
end for

Figure 6: Configuration of our lab-based experiments: six
optical TXPs (circles). Three of these transmit 100 Gbps of
data each into a DWDM (trapezoid), over seven amplifiers
(triangles), and out of a DWDM at the other end before the
data is received and decoded by the three TXPs at the other
end.

setup that includes equipment found in points of presence
(optical switches) and on long-haul paths (amplifiers).

Testbed: Our experimental testbed is shown in Figure 6.
The testbed is symmetric with three transponders (TXPs)
transceiving data along two simple fiber paths; all of the
experiments reported below utilize a single path from West to
East. We employ two types of TXPs in our testbed: TXP 1 sends
100 Gbps of data via dual polarization-quadrature amplitude
modulation (DP-QPSK), and TXPs 2 & 3 deliver 100 Gbps
of data each with on-off keying (OOK). Throughout our
experiments, all TXPs send and receive streams at the max
data rate of 100 Gbps constantly unless otherwise stated. The
data carried are optical data units (ODUs), and can contain
SONET, Ethernet, or IP packets in a live deployment. TXPs
1–3 employ forward error correction (FEC) to decode the ODU

data and performance monitoring systems built into the TXPs
continuously monitor the quality of the optical signals via
correctable/uncorrectable FEC bits errors, signal-to-noise ratio
(SNR), and Q factor. Note that these monitored values are
always available, even while receiving empty ODUs.

Together, the TXPs provide the capacity for 300 Gbps
data transmission in our testbed. They are connected to
dense wavelength division multiplexers (DWDMs), which can
optically multiplex up to 400 Gbps. The testbed is also equipped
with seven erbium-doped fiber amplifiers (EDFAs) with an
operating range of 20 to 27.5 dB. Short (1 m) jumper fibers
connect the amplifiers across the path and are attenuated at
20 dB, emulating signal loss from a span of 80 km between
amplifiers. We have one unattenuated span following the third
amplifier on the path; the third and fourth amplifiers are spanned
by 100 km of single-mode fiber.

The optical equipment we use in our experiments is rep-
resentative of equipment that would have been deployed in
operational networks over the past ten years. IP routers with
suitable TXP interfaces can connect directly to our DWDMs.
The EDFAs are high power, capable of transmitting up to
100 km, and operate in the C-band (1550 nm frequency).
Amplifiers similar to those used in our setup are often arranged
in series to enable the transmission of signals over hundreds
to thousands of kilometers.

Metrics: The key metrics for our tests are the level of total
optical power (dBm—decibel relative to 1 milliwatt of power)
into and out of each EDFA and Q factor at the receiving TXP.
We measure add-time for a circuit as the time that it takes for
power and Q factor to stabilize after a wavelength is added.
We take measurements using an optical signal analyzer (OSA)
to measure power levels directly on the fiber, as well as SNMP
management information base (MIB) values available from
the administrator interface. Unfortunately, the sampling period
from the OSA is 5 seconds, so it is only useful for confirmation
of signal strength and as visual confirmation of the addition
or removal of wavelengths. After repeated tests, we found that
the update frequency of SNMP MIB values across devices is
∼1 s. Given the slightly higher precision from SNMP over the
OSA and the ability to probe all system devices in parallel,
we use the SNMP MIB values in our results.

B. Reconfiguration Delay
Standard best practice in network operations assumes a

stable and reliable physical layer topology. Due to this
assumption, optical equipment vendors have implemented a
host of automated tests and adjustment features—which we
refer to as the automatic mode—to ensure that devices return
to a completely stable and predictable state after certain events,
including adding/dropping wavelengths. These tests, which
take place by default, can be time-consuming and thus pose a
challenge in our experiments, which specifically seek to assess
a minimal time required for power levels on a path to stabilize
after adding/dropping wavelengths. To address this issue, we
disabled all default testing and safeguards on the ingress and
egress amplifiers in most of our experiments (what we refer to
as manual mode). More details about experiments in automatic
vs. manual mode are described in § V-C.
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Using our testbed, we evaluate the add/drop time that can
be reasonably expected by hardware operating in “automatic”
mode. In automatic mode, amplifiers and TXPs use a handshake
protocol to negotiate the appropriate sending power level
between the TXP and the first amplifier hop. From there,
amplifiers adjust their gain at each hop. Eventually, the
amplifiers on the path determine the appropriate gain value
and relay the wavelength to the receiving TXP. This automatic
procedure assures a stable path without the need for operator
involvement.
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(a) In automatic mode, the add time
for the wavelength is 4 min & 25 s.

1

6

11

16

-40

-30

-20

-10

0 10 20 30

Q
 F

ac
to

r

Po
w

er
 (d

Bm
)

Time (s)

13 s

(b) In manual mode, the add time for
the wavelength is 13 s—over 19×
faster than automatic mode.

Figure 7: Wavelength add-time comparison for automatic and
manual modes as measured by comparing the time between
power level increase for the wavelength at the first amp-hop
with the time for Q factor increase beyond 11 at the receiver.

Figure 7a shows the ingress power to the first amplifier
hop plotted with the Q factor of a corresponding wave at the
receiver. We evaluate the add-time as the difference between
the first change in receiver power at the amplifiers and the
stabilization of the Q factor above 11 at the receiver. In this
instance, the add-time for this wave is 4 min & 25 s.

Main finding and implication: The add-time for a long-
haul optical circuit, in practice, is on the order of minutes. This
delay is primarily due to two factors: (i) TXPs incrementally
and conservatively increase their sending power level until it
reaches the target level for the first hop, and (ii) the automatic
gain control (AGC) loop, which sets the gain at each amplifier
on the path.4

If the appropriate power level is known a priori for a TXP
on an optical path, then the 4 min spent ramping up power
can be saved by automatically applying that power as we show
next. We address factor (ii) in § V-E.

C. Reconfiguration Delay From Minutes to Seconds

Next, we investigate a method for reducing add-time via
intervention in the protocol between the TXPs and their ingress
amplifier. Typically, in “automatic” mode, the launch power for
a wave is determined by a protocol between the TXP and the
ingress multiplexing amplifier. However, there is a configuration
parameter on the amplifier and TXP, which enables us to
side-step this negotiation process and set the launch power
explicitly. Thus, we take the TXP and amplifier out of automatic

4We focus all our attention on add-time, and not drop-time, because dropping
optical circuits is trivial, and our evaluations on the effect of such actions on
other waves were negligible.

mode and put them into “manual” mode. In manual mode,
the wave’s launch power must be set such that the ingress
amplifier receives it within a hardware-specific target range. In
our case, the amplifier excepts to receive signals in the range
−14 to −12.5 dBm from any single wavelength. Thus, we
set the TXP’s sending power such that it hits the target. This
value only needs to be determined once for any TXP/ingress
amplifier pair.

Figure 7b shows the additional time for a circuit across 7
amplifiers with TXPs operating in manual mode. We set the
launch power to 0.5 dBm, and use a variable optical attenuator
(VOA) to add/drop the signal instantaneously (i.e., by setting
attenuation effectively to infinity or zero). At ∼8 s, when we
add attenuation, we see the wave drop, and the power into
the amplifier drops to -35 dBm. When attenuation is set to
zero again, power at the ingress mux jumps to -13.5 in one
time step (1 s). 13 s later, the Q factor for the received signal
increase beyond 11, then settles to 13.73.

Main finding and implication: Based on this experiment,
we find that optical circuits can be provisioned over 19× faster
by setting the sender’s power level manually. Moreover, the
warm-up phase for optical TXPs unnecessarily stretches the
add-time for long-haul circuits. This result suggests a way
forward toward achieving our objectives for OTP, however, the
stability of the paths must be assured.

D. Impact of Reconfiguration on Witness Waves

Next, we turn our attention to the following fundamental
question: what effect does adding or dropping a set of
wavelengths have on persistent connections, i.e., those optical
frequencies sharing spectrum on a fiber with a dynamic DWDM
channel? We call these persistent connections “witnesses” for
short because they witness the addition or subtraction of a
wave (or set of waves) within the fiber they traverse.
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Figure 8: QoT measurements for witness waves while
adding/dropping the wavelength from TXP 1. During the
add/drop process the Q factors of the witness waves are rela-
tively constant—varying by +/- 0.1. We saw errors accumulated
at a linear rate as is expected in a live transport network. We
saw 100% of error bits corrected in hardware while running
traffic over TXP 2 & 3.

Figure 8 shows the Q factor and FEC-corrected bits for wave-
lengths generated by TXP 2 and TXP 3 while adding TXP 1’s
wavelength; these measurements are taken simultaneously with
those shown in Figure 7b. From figure 8, we see that, although
we add 50% more power to the circuit from a third TXP, the
quality of transmission (QoT) measures of the witness waves
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from TXP 2 and TXP 3 are not impaired. More concretely, the
Q factor for the two waves varies only by +/- 0.1 and there are
no FEC-uncorrected bit errors. To further assess the impact of
adding/dropping waves, we install a client device that sends
10 Gbps of IP performance traffic via TXP 2. Analysis of the
performance traffic over the verifies that no packets are dropped
for the witness wave while adding/dropping the wavelength
from TXP 1.

Main finding and implication: From these results, we
find that quickly adding 100 Gbps of capacity to an optical
path does not adversely affect the witness waves on that path.
Therefore, we conclude that it is safe to add/drop waves in
manual mode to increase the agility of the physical layer.

E. Toward Millisecond Reconfiguration Delays

In § V-B and § V-C, we measure the latency in add-times for
automatic and manual mode respectively. In this section, we
propose a new mechanism that uses a lookup table to choose
gain values at each amplifier, further reducing reconfiguration
delays. First, we describe how to construct the amplifier table,
and then present latency measurements collected in building
the table. Then, we use these measurements to predict the
performance for add-times with a system that can access an
amplifier table. For a series of amplifiers in the path, we
also compare the reconfiguration delays resulting from the
automatic modes with the ones obtained using our proposed
lookup mechanism.

An important reason for the long reconfiguration delay in
manual and automatic modes, as shown earlier, is that today’s
optical-layer infrastructure is not designed to support rapid
reconfiguration. For example, the amplifiers operate with no
knowledge of their past configurations. To solve this, and
bring reconfiguration delay down further, we propose creating
amplifier tables for TXPs on a light path. The table keeps
track of optical configurations on the path and gain settings
for amplifiers of the path.

Requesting 
Agent 

Local Controller

Management 
Engine

Search/Store
Gain

Amp Table

Get/Set LPs

Optical Path

Key

Transponder

ROADM

Amplifier

CCR

Response

Figure 9: The LC receives a CCR and applies it to an optical
path. It stores the gain at each amplifier in the Amplifier (Amp)
Table. If a CCR is cached in the Table, then the Management
Engine applies those gains to the amplifiers.

Amplifier table: In our broader vision of OTP, the local
controller (LC) is the key point of coordination for various
optical components. An LC, as shown in Figure 9, resides on
a virtual machine (VM) near TXPs for an optical path (OP)
and maintains a table that relates an optical configuration (OC)
(i.e., set of active wavelengths) to gain at each amplifier and

QoT.5 OCs in the table are aggregated by power level, thereby
keeping the size of the table manageable by a single VM.

The LC has two components, a management engine, and
an amplifier table. The management engine receives requests
and sets/gets values to/from optical path hardware (TXPs,
ROADMs, Amplifiers). The amplifier table is a data structure
maintained by the management engine for rapidly provisioning
optical circuits. When the LC receives a configuration-change
request (CCR) (e.g., to activate TXP pair (s, t) on OP x), it
checks the amplifier table to see if there is a configuration
stored for the path where the present waves and the requested
waves are all active. If it finds that configuration, it applies the
gains corresponding to that table entry on all of the amplifiers
of the path in parallel; commands are issued over the optical
supervisory channel. If no such entry exists, the LC activates
the requested circuit(s) and waits for AGC to set the appropriate
gain on each amplifier. Then, it stores the stabilized gains for
the CCR in the amplifier table and sends a response back to
the requesting agent.

Measurements: We investigate two methods for constructing
the amplifier table: TL1 and SNMP. These are the two APIs
available for querying the EDFAs in our testbed pragmatically.
We use both interfaces for polling the gain value from each
amplifier along the path in parallel and report the time for
the operation over 100 iterations. We find that TL1’s median
gain access time is 3.43 s, over 50% faster than the time to
activate a light path in manual mode. We also find that with
SNMP, we can reduce this latency to ∼0.5 s. Therefore, we
suggest that manufacturers enable an SNMP-like interface for
configuring gain on amplifiers of long-haul paths. With this
capability, we see the potential for over 276× speedup over
the expected configuration time for light paths in automatic
mode (see Figure 10).
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Figure 10: Comparison of reconfiguration delay for various
modes. The numbers above the figure show the sample median
for the distribution below.

Performance: As shown in Figure 10, the expected time for
adding a wavelength in manual mode, with no gain information
available, is about 20 s. Therefore any new configuration added
to the path will be installed in 20 s. After the configuration
metrics are stored in the amplifier table, any future request for
that configuration can be added in 0.57 s.

Validation: We collect Q factor and latency data on a
100 Gbps circuit. We find that adding noise to the channel,
thereby triggering AGC changes, does not have any impact on
the latency of Ethernet packets mapped into the ODU frames.

5There are several systems issues including how many tables a network
should maintain, how to populate the tables at scale, slow remote vs. fast local
caching and their impacts on table lookup, etc. These issues are beyond the
scope of this paper and will be considered in future work.
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We use a layer-3 traffic generator to produce packets of various
sizes (95, 1500, and 9216 bytes) and find that round-trip time
varies by no more than +/- 0.1 µs. The average jitter did not
deviate from 0.0 µs. This implies that any noise that is added
to an optical circuit by changing gain at amplifiers will not
impact layer-3 performance. Therefore, it is safe to use the
gain values stored in the amplifier table.
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Figure 11: Gain retrieval time for a path of seven amplifiers
(left), and projected reconfiguration time for longer paths
(right).

Longer paths: Optical paths often traverse thousands to tens
of thousands of kilometers. To predict the expected performance
of an amplifier lookup table-based controller on these paths,
we use a least-squares regression model trained with the seven
amplifiers in our lab. We collect data by polling different
subsets of amplifiers with parallel SNMP queries (the same
method used to benchmark our SNMP approach in figure 10).
For each set of amplifiers tested, we repeat our measurement
for the gain retrieval time 100 times. Figure 11 shows the
data we collected (11a) and the model (11b). According to the
model, an optical path with 25 amplifiers can be reconfigured
in 1.5 to 2.3 s.

VI. EVALUATION

We demonstrate the benefits of OTP in practice through
simulations by augmenting IP-layer TE schemes with OTP.
Our goal is to quantify the improvements that existing TE
schemes can achieve by using OTP vs. static backup paths. We
analyze the performance impact from (one or two simultaneous)
fiber cuts and different traffic demands on flows routed through
networks. Since a fiber cut in the physical layer may result in
the loss of several IP connections, we posit that the rapid
reconfiguration of wavelengths enabled by OTP is key to
boosting the efficiency of TE schemes.

A. Simulator

Evaluating OTP requires access to a WAN backbone which
we do not have. To address this challenge, we build a Python-
based discrete event simulator, the GreyLambda simulator.
Figure 12 illustrates the architecture of the GreyLambda
simulator. While TE simulators in recent work [10], [31] have
taken topology as a fixed input to show how routing decisions
affect performance as a function of the traffic, the GreyLambda

GreyLambda Simulator
Topology

Link Failure 
Scenarios

Traffic 
Description

TE Algorithm

OTP Method

Inputs

Generate Traffic 
Matrices

Initialize Physical and 
Logical Topology Process Traffic Matrix 

Using TE Algorithm

Congestion or 
Throughput Loss? No

Apply OTP Method (§IV-B)
& update topology (§V-E) Yes

(a)

(b) (c)

(d)(e)

Figure 12: Architecture of the GreyLambda simulator.

simulator aims to show how topology and routing decisions
affect performance as a function of traffic.

The GreyLambda simulator is designed with the following
goals in mind. The first is to parameterize low-level network
topology features, e.g., the number of transponders at network
nodes and the pairing of transponders between nodes. The
second is to integrate OTP into the TE control loop. The
third is to enable the prototyping of different OTP methods
in conjunction with different TE algorithms. The simulator is
written with ∼6.7 k lines of Python 3 code6.

The inputs to the GreyLambda simulator are shown in
figure 12 (a). Parameterized topology settings include the
bandwidth of optical links, the initial quantity of links between
each pair of nodes, and the number of fallow transponders
allocated to each node. The user can define a set of physical
layer link failure scenarios and a high-level description of
traffic in terms of aggregate volume and type. For example, in
our analysis that follows, we use the link failure and traffic
description parameters to simulate link failure scenarios on each
link with traffic matrices whose demand would be concentrated
on the failed link. The TE algorithm parameter defines how
traffic is routed in the network, and can be plugged in with
any existing TE scheme (e.g., SMORE, NCFlow, etc.). Finally,
the OTP method defines how the topology changes to mitigate
loss in instances where the TE algorithm can not.

The generic execution of a typical GreyLambda simulation
follows the following discrete steps, which start at Figure 12 (b).
First, the topology is initialized and traffic matrices are
generated according to the high-level description. The simulator
maintains complementary IP and Physical layer views of the
network; resource allocations at the optical layer are kept
in the physical layer view, and their culmination in terms
of connectivity and bandwidth is reflected in the IP layer
view. A series of traffic matrices are constructed according
to the description passed in. These can be made with generic
traffic matrix generation scripts (e.g., [32]) or custom traffic
generation methods. We use a custom method, described later
in this section to generate traffic matrices for flash crowd
scenarios.

In Figure 12 (c), the GreyLambda simulator processes
a traffic matrix with the TE algorithm chosen by the user.
Subsequently, it checks whether any links in the network were
congested or if aggregate throughput was below a desired

6https://github.com/mattall/topology-programming
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threshold (e.g., 100%), as shown in Figure 12 (d). In the case
that no traffic loss or congestion occurs, the GreyLambda
simulator is functionally equivalent to a TE simulator for the
given TE algorithm. That is, it processes the next traffic matrix
in the series until there are no matrices left.

The Greylambda simulator employs an OTP method (Fig-
ure 12 (e)) when it detects link congestion or a throughput drop
below the desired threshold. In this work, we evaluate the OTP
method defined by Algorithm 1 in § IV-B. This method queries
the transponders available at each end of the congested link(s)
and activates a pair of complimentary transponders across
those links when possible. Our experiments from V-E serve as
a baseline for this step as the GreyLambda simulator estimates
link reconfiguration times using experimental data and the
model given in Figure 11b. After this process is complete,
the GreyLambda simulator returns to step Figure 12 (c) and
processes the next traffic matrix with the updated topology.

The simulator’s methods for finding transponders at each
network node and activating an optical signal between pairs
of complimentary transponders serve as templates that can be
used to define look-up and control messages to hardware in a
real-world topology. To move GreyLambda from the simulated
environment to a real-world deployment one would extend
their SDN controller by adding the amplifier gain lookup table
described in V-E and implementing the hardware querying and
control messages templated in the simulator’s code.

Topologies: We include topologies from five large content
and Internet service providers in our evaluation. These topolo-
gies come from Internet Atlas [33] and manual transcription
of publicly available network infrastructure maps [27], [34].
These topologies were chosen because they are large real world
ISP and cloud service networks. A summary of the topology
information is given in table II.

Network Nodes Edges
B4 [34] 54 118
Zayo [33] 96 110
Verizon [33] 116 151
Azure [27] 113 216
Comcast [33] 149 195

Table II: Network topologies used in this study.

Wavelength blocking: In wavelength division multiplexed
(WDM) networks, an optical signal can use a link only if there
is spectral bandwidth available for that signal. We construct
our wavelength topology such that the wavelength blocking
constraint is satisfied by leaving spectrum available for a single
optical wavelength on each fiber. We are confident that these
are reasonable assumptions based on our recent discussions
with a regional network operator; optical fiber is abundant in
backbone networks to the extent that it is often leased to third
parties as an additional revenue stream. We also assume that the
two fallow transponders at each node are tunable, i.e., that their
frequency can be adjusted to match the available spectrum on
an adjacent fiber. We note that wavelength tunable transceivers
for long-haul paths are commercially available [35]. While
fallow transponders are not currently deployed in networks,
we place them in the network for our simulation to assess their
benefit for achieving scalability in TE with OTP.

IP path selection and flow allocation: We compare the
performance of two recent state-of-the-art TE algorithms,
namely SMORE [9] and NCFlow [18]. Given an IP topology
and traffic matrix, we simulate the traffic on the network with
both TE systems and compare their performance with and
without GreyLambda. Given that these are recent state-of-
the-art TE solvers whose performance has previously been
measured against other TE optimization solvers, we are
confident that they are relevant choices for the TE parameter
in our simulation.

Traffic matrix generator: We constructed traffic matrices
to emulate flash crowd events targeting each individual link in
each network topology. To construct these matrices, we find
the set of shortest paths for all pairs of nodes in the network,
then for each link in the network, add flow demand in a traffic
matrix for all flows that share the given link in their set of
shortest paths. Algorithm 3 shows our flash crowd generation
method explicitly.

We chose aggregate_strength to be 2× the capacity of the
link chosen for each traffic matrix while constructing one
matrix for every link in the network. We consider these as
reasonable parameters because a 2× demand for capacity on a
link will need to be routed intelligently through a network, as
single-shortest path routing is guaranteed to result in a total
throughput not greater than 50% of demand, and by repeating
this for every link in the network we get a full picture of the
TE’s performance and a clear picture of whether or not the
fixed topology is a limiting factor for any of these demands.

Algorithm 3 Flash Crowd Traffic Matrix Generation
Require: G = (V,E) ▷ Network topology G of vertices V and

edges E
Require: f : (u, v)→ list : paths ▷ Map from each link in the

topology to paths using that link
Require: aggregate_strength ▷ Volume of flash crowd traffic

desired in each matrix
Require: list : D ▷ list of |E| demand traffic matrices. Each n× n

zeros where n = |V |
for d, (u, v) ∈ D, f do

n_paths = f [(u, v)].length ▷ |paths| containing (u, v)
flow_strength← aggregate_strength/n_paths
for p ∈ f [(u, v)] do

s = p.head
t = p.tail
d[(s, t)]+ = flow_strength

end for
end for

B. SMORE Comparison

We emulate flash crowd events, each with an aggregate
strength of 2x link capacity against every link in the five
large CDN and ISP topologies while removing up to two
links. We then compare the performance of SMORE vs.
SMORE+GreyLambda in these scenarios. Figures 13– 17 show
the results for aggregate network throughput. Overall, we find
that GreyLambda can increase the throughput of SMORE for
all traffic and link-failure scenarios.

Spatial requirement: In all figures 13– 17, we see
a gap in the CDF for throughput between SMORE and
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Figure 13: Throughput in Zayo under flash crowds combined with one and two link failures.
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Figure 14: Throughput in B4 under flash crowds combined with one and two link failures.
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Figure 15: Throughput in Verizon under flash crowds combined with one and two link failures.
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Figure 16: Throughput in Azure under flash crowds combined with one and two link failures.
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Figure 17: Throughput in Comcast under flash crowds combined with one and two link failures.
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SMORE+GreyLambda. This gap indicates that the spatial
requirement of TE is not being met in many scenarios by
SMORE alone. It shows us that GreyLambda enables SMORE
to improve aggregate network throughput in all traffic and fiber
cut scenarios. This performance boost is attainable because
GreyLambda considers the spatial requirement as a primary
objective. In other words, GreyLambda hones into points of
the network where traffic is being dropped and increases the
capacity at those locations. This capability reduces network
bottlenecks that SMORE considers as a fixed constraint, thereby
allowing more traffic to flow through the network.

Temporal requirement: Among the networks and failure
scenarios Comcast and Verizon are the only two networks
for which SMORE’s TE execution time exceeds 1 min.
The max/median/min for Comcast’s optimization times are
69.8 s / 53.0 s / 39.3 s while Verizon’s are 51.5 s / 15.0
s / 13.4s. Generally, SMORE can compute the TE optimization
within the 5 min interval required by network operators. The
max link length in Comcast is 3840 km and the 90th percentile
is 640 km; therefore, from our analysis in § V the estimated
reconfiguration time for the longest link, with 47 amplifiers,
is 2 to 4 s, and 0.8 s or less for 90% of the links (where the
number of amplifiers is 7 or fewer). Therefore, GreyLambda
meets the temporal requirement for TE. The time gap between
GreyLambda and SMORE shows an opportunity to enhance
the performance of network traffic with SMORE by quickly
allocating bandwidth on congested links or around failed links
more quickly than the time taken to recompute network flow
allocations.

C. NCFlow Comparison
We compare the performance of NCFlow [10] by itself versus

NCFlow+GreyLambda. This analysis uses the latest available
version of the NCFlow simulator [18]. We make minor changes
to the simulator to support GreyLambda by adding ∼700 lines
of Python code. These code changes support the GreyLambda
analysis by (1) allowing us to process NCFLow traffic matrices
with different topology configurations (i.e., to support variable
capacity edges) and streamlining the reporting of performance
data from experiments, such as total link utilization on each
network link after an experiment.

Similarly to the SMORE analysis previously reported, we
test the performance of NCFLow and NCFlow+GreyLambda
during flash crowd events as well as single and double link
failure events. In this experiment, we used Algorithm 2 because
NCFlow’s optimization step was solvable quickly (in fewer
than 4 seconds for every network and traffic matrix considered).
Our findings show that NCFlow+GreyLambda can fully satisfy
all demands during flash crowd and fiber cut events in all five
networks studied.

Spatial requirement: We find that in many cases, where
there is a flash crowd or link failure in networks running
NCFlow, throughput is severely impacted. As was the case with
SMORE, there exist scenarios in a fixed network topology and
among potential link failure scenarios where mitigating traffic
loss is simply infeasible. However, NCFlow+GreyLambda can
completely mitigate all traffic loss that occurs among the set
of fiber cut and flash crowd scenarios.

Temporal requirement: In every experiment with NCFlow
(on every network, traffic, and link failure scenario) the
maximum time to solve the TE objective function is less
than 3 s and the average TE computation time is 0.03 s.
NCFlow satisfies the temporal requirement of TE. In cases
where NCFlow is not able to completely fulfill the throughput
demands, NCFlow+GreyLambda can bring a new link online
in as few as 3 s, potentially stymieing losses at 300 Gb total for
a 100 Gb link. Note that with TE alone the loss would endure
so long as the traffic demand continues or until a physical link
restoration is made.

Extended discussion on NCFlow: It may be surprising
that NCFlow+GreyLambda results are flawless concerning
throughput. The reason we can guarantee such performance
comes down to the speediness with which NCFlow solves
its optimization function; when a link failure or traffic surge
occurs, we can simulate the network throughput assuming
every link has 2× bandwidth offline, then find which links
in the network were utilized above 50%. When we go to
implement the bandwidth expansion along the constrained path
with GreyLambda, we only need to activate links along the
path where throughput was above 50% in the prior simulation.
We can also find the critical path for expanding bandwidth
in 0.03 s after the first traffic loss event is detected. This TE-
informed OTP method (Algorithm 2) dramatically improves
the scalability of NCFlow concerning diverse traffic matrices
and link failure scenarios.

D. GreyLambda vs. Other Topology Programming Techniques

In the following two examples we illustrate the performance
of GreyLambda against two other topology-programming
techniques. We present Comcast for both of these illustrations
because it is the largest and most complex network in our
data set. The results we observe for Comcast were qualitatively
similar for the other networks presented earlier, but those results
have been excluded from this paper due to space constraints. We
have performed the following tests using two underlying traffic
engineering methods, namely optimal MCF and ECMP. In our
analysis, MCF offers roughly 2× more throughput than ECMP
when all other parameters are the same (including topology,
traffic, and topology programming method or absence thereof).
GreyLambda vs. Temporary Bandwidth Expansion. First,
we compare GreyLambda against an alternative SDN-based
technique that approximates topology programming. In this
comparison, we consider temporary bandwidth expansion
(TBE), as proposed in Spiffy [36] and optimal traffic engineer-
ing as derived by solving the multi-commodity flow (MCF)
problem.

In TBE, the bandwidth of a link is artificially constricted.
This approximates bandwidth on demand by allowing the
restriction to be lifted in times of need. In Spiffy, Kang et
al. specifically implemented it along with a rate-change test
on traffic and ultimately determined whether flows can be
classified as malicious or not. However, in the general case of
flash crowds, all of the traffic could be legitimate and therefore
all flows may pass this rate-change test. In such a case, TBE
simply reduces the optimal performance of TE.
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Figure 18: Throughput in Zayo with NCFlow and NCFlow+GreyLambda.
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Figure 19: Throughput in B4 with NCFlow and NCFlow+GreyLambda.
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Figure 20: Throughput in Verizon with NCFlow and NCFlow+GreyLambda.
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Figure 21: Throughput in Azure with NCFlow and NCFlow+GreyLambda.
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Figure 22: Throughput in Comcast with NCFlow and NCFlow+GreyLambda.
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Figures 23 and 24 show the total network throughput through
Comcast as a function of demand scale during a flash-crowd
event. In this case, traffic is added to a gravity model matrix
such that the flash-crowd traffic is concentrated on a small
set of core links within the network. A demand scale of 1×
represents the highest scale at which all systems enable 100%
throughput and scale value 2× represents a case wherein the
same matrix scaled up twice.

Figure 23 shows that GreyLambda is able to satisfy all
demand without loss for a traffic matrix 1.4× the magnitude
of the optimal TE allocation. In Figure 24 we see the max link
congestion across all links in the network and observe that as
demand scale increase beyond 1.4×, the max link congestion
stalls at ∼1.38 (meaning the most congested link in the network
has 1.38× more demand than bandwidth) while the demand
scale of the entire traffic matrix is between 1.8× and 2.0×.
This is because GreyLambda attempts to light new paths on
links that are congested and the set of congested links has
grown to include links that weren’t congested at the 1.6×
scale. Thus, GreyLambda activates new optical paths along
these links and thereby stalls congestion loss until the demand
scale grows past 2.0×.
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Figure 23: Total Throughput as demand increases for a scaled
gravity model traffic matrix on Comcast’s topology
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Figure 24: Max link congestion as demand increases for a
scaled gravity model traffic matrix on Comcast’s topology

GreyLambda vs. Bandwidth Variable Transceivers. Sec-
ond, we compare GreyLambda against a complimentary
topology programming technique wherein bandwidth variable
transceivers (BVTs) can adapt their modulation and reduce their
sending rate at times when the signal-to-noise ratio (SNR) of
the link falls (due to transient events of physical disturbances).
Modern transceivers in wide-area networks are augmented with
coherent digital signal processing (coherent DSP) elements.
The coherent DSPs allow fixed-modulation transceivers to
tolerate and correct physical layer bit-errors up to a certain
rate by employing forward error correction (FEC) in hardware.
However, when SNR falls below the FEC maximum allowable
BER, these errors are not corrected fast enough and the link is
effectively out of service for the network. BVTs, in contrast to

fixed rate transponders, can adapt their modulation and reduce
their bandwidth when SNR falls and thereby remain online
(albeit with less bandwidth) rather than shut off completely.
The application of BVTs to traffic engineering was proposed
in [37] and deployed in [19].

In this experiment, we simulate a transient link failure
induced by poor SNR of a WAN link. We show three scenarios
for the failure. First, with no topology programming, the link
is simply removed from the network. Second, with BVT, the
link remains online with its bandwidth reduced by 25%. We
note that this capacity drop is consistent with the stepping
down from a 16-QAM modulation to 8-QAM [38] and that
signals modulated with 16-QAM have been transmissible
over continental and trans-Atlantic distances for more than a
decade [39]; therefore these parameters are feasible and justified
for all links in the Comcast topology which we study in this
experiment. The third scenario shows BVTs in conjunction
with GreyLambda. For all of these experiments, the underlying
traffic forwarding policy is derived by solving for the multi-
commodity flow allocation.

Figures 25 and 26 show the total network throughput through
Comcast as a function of demand scale during an SNR-induced
link failure. A demand scale of 1 indicates the maximum scale
at which the optimal multi-commodity flow allocation can
achieve 100% throughput. We observe that with BVT, the max
demand scale is ∼1.8×. Beyond this scale, the link’s capacity
is over-subscribed thus inducing a drop in throughput. With
BVT and GreyLambda, however, we can continue to scale the
demand as high as 2.2× with 100% throughput. At the demand
scale 2.6× we see a modest throughput drop with a loss of
1.08% of aggregate traffic. Figure 26 shows that BVT reduces
the rate of change for the max link congestion with respect
to demand scale. BVT mirrors this benefit until that point at
which congestion loss occurs for BVT alone; it is at this point
which GreyLambda activates a new optical path, keeping the
max link congestion below 1 and improving on the permissible
demand scale for the network.

VII. RELATED WORK

SDN based traffic engineering: Optimizing WAN network
performance via TE has been of interest to both industrial
and academic communities [7], [8], [10], [40], [41]. Ap-
proaches include B4 [7], SWAN [8], Owan [40], SMORE [9],
Shoofly [42] and others [13], [19], [43]–[55], each of which
aims at improving the utilization of inter-datacenter WANs. A
survey of related efforts is available here [56]–[58]. We posit
that deployment of the techniques described in these studies
along with OTP has the potential to improve performance
results.

Optics and SDN for link failures: Efforts complementary
to ours include [15], [45]–[48]. These share our goal of
introducing programmability to optical layer. However, with the
exception of [15], these efforts do not address the performance
penalties incurred by reconfiguring optical components in
WANs. While [15] uses ASE noise channels to prime amplifiers
for the addition of new wavelengths, we track and set amplifier
gain explicitly, thus enabling new wavelengths to be provisioned
between nodes where ASE noise channels are not present.
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Figure 25: Total Throughput as demand increases for a scaled
gravity model traffic matrix on Comcast’s topology
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Figure 26: Max link congestion as demand increases for a
scaled gravity model traffic matrix on Comcast’s topology

Capacity planning: Provisioning infrastructure to enhance
the robustness of networked systems has been a focus of many
prior studies including backup routing [59], preventive routing
via risk analysis [60], shortcuts [42], management system
for provisioning [61], and backup paths via IGP link weight
optimization [62] or RSVP-TE’s fast reroute mechanism [63].
In the absence of dynamic allocations enabled by OTP, prior
work has focused on fast failure recovery techniques at the
higher layers of the network (e.g., [64]–[66]). Our work can
be used in conjunction with these efforts since it augments the
network capacity by dynamically allocating wavelengths to the
recovery paths.

Technological trends towards programmable networks:
OpenConfig [67] provides the optical networking community
with an “open” system [68] designed to connect the optical
and IP layers. While OpenConfig is a compelling effort, given
the scope of the technical challenges, we posit that the current
level of attention in the networking community is not nearly
enough. Specifically, to enable programmability at the optical
layer, we must understand the potential gains and challenges in
realizing OTP—the main focus of this paper. Currently, there is
no unified formulation of how much value OTP-like methods
can bring to currently deployed TE schemes. Without such
understanding, providers will be reluctant to adopt OTP, since
it implies a radical change in a network’s control system.

Dynamic inter-AS optical networking: The concept of
OTP has similarities with prior work on providing cross-
domain light path provisioning for multi broker-based multi-
domain software-defined elastic optical networks (SD-EONs);
e.g., see [69]–[74] and references therein. These broker-based
approaches realize cross-domain light path provisioning with
Nash bargaining-type cooperative games [72], [73]. Whereas
the experiments described in this paper focus on demonstrating
and quantifying the performance of OTP. In contrast, the
work on a distributed multi-continental infrastructure reported

in [74] is concerned with assessing the feasibility and validity
of managing the workflow of a broker-based architecture.
Mahimkar et al. designed a bandwidth on demand service,
and benchmarked link activation times between ROADMs [75].
Their system was described as a service that a tier-1 ISP might
provide for large clients (e.g, cloud providers). We differentiate
our work from theirs in that we study the benefit of OTP with
TE in a more limited scope by addressing the performance
penalties imposed by amplifiers and transponders.

Bandwidth variable transceivers: A method for optimizing
bandwidth globally using bandwidth variable transceivers
(BVTs) is considered by Ives et al. in [54]. A followup
effort [76] varies the length of fiber spans and quantization
steps for BVTs to analyze the throughput gains in a point-to-
point (and not transparent) network. Both efforts seek to tackle
the problem of reconfiguring optical transponder’s modulation
formats, while only the first one considers wavelength routing.
We note that these efforts produce static allocations for optical
paths and do not consider rapid reconfiguration or recovery in
the face of unforeseen events like fiber cuts or flash crowds.

Optical amplifier tuning: Similar to our effort, stabilizing
optical paths via predetermined amplifier gains are explored
in [77]–[79]. In particular, Oliveira et al. [78] show that
they can use a cognitive approach to select amplifier gain.
Building on top of [78], Moura et al. [77] present a case-based-
reasoning solution for stabilizing circuits in OTP. These efforts
require extensive offline measurements of the amplifiers in
the network. In contrast to these efforts, we do not require
such measurements; we build our knowledge of the amplifier’s
optimal gain by directly applying wavelengths to the optical
path and saving the resulting configuration settings in a lookup
table for future reference. Moreover, unlike these efforts, we
also capture and explicitly set the power levels between the
transponders and ingress amplifiers.

VIII. SUMMARY

In this work, we present GreyLambda, a framework for
augmenting traffic engineering with optical topology program-
ming. We present theoretical models to quantify the potential
benefit of topology programming. We then conduct lab-based
experiments on long-haul optical fiber to quantify, dissect,
and reduce the link reconfiguration time from minutes to
milliseconds. Finally, we bring the theoretical model and data
from our lab experiments together with a cross-layer optical and
traffic engineering network performance simulator. We use the
simulator to analyze the benefit of topology programming for
five real-world network topologies under diverse traffic and link
failure scenarios using two state-of-the-art traffic engineering
systems. We find that optical topology programming offers a
significant benefit to network performance during high traffic
and adverse link failure scenarios.
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