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Abstract—Federated learning achieves the privacy-preserving training of models on mobile devices by iteratively aggregating model updates instead of raw training data to the server. Since excessive training iterations and model transferences incur heavy usage of computation and communication resources, selecting appropriate devices and excluding unnecessary model updates can help save the resource usage. We formulate an online time-varying non-linear integer program to minimize the cumulative resource usage over time while achieving the desired long-term convergence of the model being trained. We design an online learning algorithm to make fractional control decisions based on both previous system dynamics and previous training results, and also design an online randomized rounding algorithm to convert the fractional decisions into integers without violating any constraints. We rigorously prove that our online approach only incurs sub-linear dynamic regret for the optimality loss and sub-linear dynamic fit for the long-term convergence violation. We conduct extensive trace-driven evaluations and confirm the empirical superiority of our approach over alternative algorithms in terms of up to 27% reduction on the resource usage while sacrificing only 4% reduction on accuracy.

I. INTRODUCTION

Federated Learning enables on-device training of machine learning models using local data [1, 2]. This is in stark contrast to traditional approaches, where data that are used for model training are often sent to a central location, such as a remote data center, incurring users’ increasing concerns on their data privacy [3]. Federated learning can thus protect data privacy, finding extensively potential applications to the mobile devices (e.g., smart phones, tablets) as they often continuously produce abundant and diverse data (e.g., website click logs [4], GPS trajectories [5]) via various applications [6, 7].

However, federated learning could consume excessive computation and communication resources. First, as shown in previous research [8, 9], model training often leads to thousands of computing iterations. In each iteration, each participant (i.e., the mobile device that joins the current federated learning process) uses its own raw data to update the local model iteratively through Stochastic Gradient Descent (SGD), batch SGD, etc., which is both time- and resource-consuming [10, 11]. Second, despite no raw data need to be sent in the federated learning scheme, each participant needs to upload the updated local model to a (logically) centralized server for aggregation and download the aggregated model for further updating. Given the often asymmetric and scarce [12] wireless bandwidth for mobile devices, it can incur heavy workload over the network if many devices simultaneously participate in federated learning.

To reduce the resource usage of a federated learning system, one may strategically select a subset of all the possibly considered participants (with their data) to join the training process [1, 12, 13]; however, participant selection turns out to be a non-trivial problem, especially in an online setting. First, the mobile devices’ availabilities [6], the amount of training data each device generates, and the wireless networks’ bandwidth are all highly dynamic and can be unpredictable. It is thus difficult to select suitable participants beforehand or keep adapting the selection on the fly. Second, reducing the resource usage should not sacrifice the quality of the model that the system can train. Particularly, one may have convergence requirements [8, 14, 15] for each device’s local model being trained and also for the global aggregated model eventually. How to preserve such convergence by using only the subsets of all the available data over time is hard, which also involves the control of the number of training iterations set for each device. The fundamental challenge and obstacle of the online setting is that, in each epoch, one needs to select the participants and set the number of iterations before getting to know the resource usage and the training results incurred by the decisions being made. Fig. 1 illustrates a federated learning system with device availabilities and participant selection.

Existing research fails insufficient for addressing the aforementioned challenges. Despite some works [11, 13, 16–18] have considered aggregation control or participant selection, they were largely for an offline setting and could hardly adapt to the unpredictably time-varying inputs with guaranteed model convergence. Others [9, 19–21] focused on analyzing the convergence performance of the federated learning procedure itself, and did not investigate it from a system perspective considering resource usage. The rest literatures [22–27] widely

Fig. 1: A federated learning system with participant selection
studied online resource management for cloud/edge systems, but could not be applied here directly, due to the lack of the consideration of the computation and communication patterns and model convergence in federated learning systems.

In this paper, we firstly model the participant selection problem of federated learning as an online time-varying non-linear integer program that minimizes the total cumulative usage of the computation and communication resources, subject to the server capacity and the long-term convergence requirements for both local and the aggregated models on each device and on the sever, respectively. Our problem formulation leverages the relationship between the desired model convergence and the needed maximal number of training iterations, as well as captures the system dynamics of mobile device availabilities, training data volumes, and wireless network bandwidth.

Afterwards, we design and present an online learning algorithm to jointly control, in an online manner, the participant selection and the number of training iterations that needs to be done for each selected participant. Our algorithm features two algorithmic components: an online learning component that makes fractional decisions based on previous resource usage and training results (without worrying about not seeing the possible consequence of the current decisions being made), and an online rounding component that converts the fractional decisions into integral selection decisions without violating our problem’s constraints. In particular, the online learning component, using no a priori knowledge of the inputs, solves the problem through a series of carefully-designed alternating descent-ascent iterations based only on the observable inputs so far, while the randomized rounding component keeps the expectation of randomized integers equal to the corresponding fractions based on a compensation strategy to maintain the constraints. We consider the performance metrics of the dynamic regret [28, 29], which quantifies the optimality loss of our approach relative to a sequence of instantaneous optimizers with assumed access to the inputs beforehand, and the dynamic fit [24, 30], which characterizes the cumulative long-term constraint violation of our approach. We highlight that, through rigorous formal analysis, we prove that both of these two metrics only grow sub-linearly along with time.

Finally, we conduct extensive evaluations using real-world training traces from Google [8, 12, 14] to validate the practical performance of our proposed online schema. We find that our approach performs the best for a variety of system dynamics. In general, our approach saves at least 27% resource usage on average compared to state-of-the-art algorithms, with only 4% reduction on global convergence, which is very moderate in realistic scenarios [8, 9]. We also evaluate our approach under various workloads and scenarios, confirming the empirical superiority of proposed online schema over other algorithms in terms of up to 41.6% reduction on the resource usage.

The remainder of this paper proceeds as follows. Section II presents the system model and the problem formulation. Sections III and IV design our online algorithm and present the theoretical analysis, respectively. Section V evaluates the practical performance through trace-driven simulations. Section VI summarizes and reviews the related works, and finally Section VII concludes.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

We model our target federated learning system as follows. We summarize all the major notations in Table I.

**Mobile Devices and Server:** We consider a set of mobile devices \( \mathcal{N} = \{1, ..., N\} \). Without loss of generality, all devices connect to a (logically) centralized server, e.g., the micro server co-located with a nearby cellular base station or the server hosted in a remote cloud. This server or the network has the transmission capacity or the bandwidth constraint \( m \), i.e., at most \( m \) mobile devices can transfer data concurrently to the server during the model training process.

**Federated Learning:** We consider a series of consecutive epochs \( \mathcal{T} = \{1, ..., T\} \), and in each epoch we train a model via federated learning. We adopt the federated learning algorithm [15, 17, 31] as follows. Each epoch can be further divided into a number of “training iterations”, and each training iteration consists of three steps: every participating device downloading the latest aggregated model and the corresponding gradient from the server, then updating the model using all the raw data of the current epoch on the local device, and finally uploading the updated model and the corresponding gradient to the server for aggregation. While not every device in the system may be available in epoch \( t \), the participants are only chosen from the set of the available devices denoted as \( S_t, \forall t \in T \). We denote by \( D_{t,i}, \forall i \in S_t, t \in T \) the set of the raw data samples generated on device \( i \) in epoch \( t \) [15]. We also denote by \( \kappa_t \) the number of the training iterations conducted in epoch \( t \).

**0) Control Decisions:** We introduce our control decisions first, because our models rely on these decisions. We use \( \phi_{t,i} \in \{1,0\}, \forall i \in S_t, \forall t \in T \) to denote whether, out of the set \( S_t \) of the available devices, we select device \( i \) for participating in the model training process in epoch \( t \). We use \( \theta_i \in [0,1], \forall i \in T \) to denote the maximum local “convergence accuracy” across all training iterations on all devices in epoch \( t \), which will be further elaborated later. We use \( \theta_t \) to control the number of training iterations conducted in epoch \( t \).

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S_t )</td>
<td>Set of available devices in epoch ( t )</td>
</tr>
<tr>
<td>( D_{t,i} )</td>
<td>Set of raw data generated on device ( i ) in epoch ( t )</td>
</tr>
<tr>
<td>( F_{t,i} )</td>
<td>Loss on the data of device ( i ) in epoch ( t )</td>
</tr>
<tr>
<td>( \mathcal{F}_t, T )</td>
<td>Loss on the data of all participants and all available devices</td>
</tr>
<tr>
<td>( \mathbf{w}_{t,i} )</td>
<td>Model trained by device ( i ) after iteration ( j ) in epoch ( t )</td>
</tr>
<tr>
<td>( \theta_j, \epsilon )</td>
<td>Local and global convergence parameters</td>
</tr>
<tr>
<td>( \kappa_t )</td>
<td>Number of training iterations in epoch ( t )</td>
</tr>
<tr>
<td>( \alpha_{t,i} )</td>
<td>Resource used for training one data sample on device ( i )</td>
</tr>
<tr>
<td>( \beta_t )</td>
<td>Available bandwidth for model updates in epoch ( t )</td>
</tr>
<tr>
<td>( f_i(\cdot), g(\cdot) )</td>
<td>Abstract objective and long-term constraint in epoch ( t )</td>
</tr>
<tr>
<td>( \alpha, \mu, \lambda )</td>
<td>Non-negative algorithmic parameters</td>
</tr>
</tbody>
</table>

1. All of the model refers to the model parameters (vector form).
1) Loss: We start to describe our federated learning models. For each sample \( \langle x_{t,i}, y_{d} \rangle, \forall d \in D_{t,i} \), a convex loss \([10]\), without loss of generality, \( \mathcal{L}(\mathcal{H}(x_{d}; w), y_d) \) is used to measure the performance of a predictor \( \mathcal{H}(x_{d}; w) \), where \( w \) is the parameter of the predictor \( \mathcal{H} \), or in other words, \( w \) is the “model” to be trained. With the functions \( \mathcal{L}(\cdot) \) and \( \mathcal{H}(\cdot) \), the average loss of the data on device \( i \) in epoch \( t \) is
\[
F_{t,i}(w) = \frac{1}{|D_{t,i}|} \sum_{d \in D_{t,i}} \mathcal{L}(\mathcal{H}(x_{d}; w), y_d).
\]
The average loss of the data on all devices \([9]\) in epoch \( t \)
\[
F_t(w) = \sum_{i \in S_t} \left( \frac{|D_{t,i}|}{|D_t|} \cdot F_{t,i}(w) \right),
\]
where \( |D_t| = \sum_i |D_{t,i}| \) is the size of the dataset in epoch \( t \).

2) Training on Device: For each iteration \( j \in [1, \kappa_t] \), the participant device \( i \) updates the local model as follows \([32]\):
\[
w_{t,i}^{(j)} = w_{t,i}^{(j-1)} + \rho_{t,i}^{(j)} = w_{t,i}^{(j-1)} + \arg \min_{\rho} \mathcal{G}_{t,i}^{(j)}(\rho),
\]
where \( w_{t,i}^{(j-1)} \) is the aggregated model downloaded from the server; \( w_{t,i}^{(j)} \) is the local model on device \( i \) after the update; and \( \mathcal{G}_{t,i}^{(j)}(\cdot) \) is a dedicated function.\(^1\) In order to construct \( \mathcal{G}_{t,i}^{(j)}(\cdot) \), \( \mathcal{J}_1(w_{t,i}^{(j-1)}) \) also needs to be downloaded from the server. Note that we have \( w_{t,i}^{(0)} = w_{t,i}^{(k)} \), \( \forall t \).

To solve for \( \rho_{t,i}^{(j)} \), one can choose to use a gradient-based process. For example:
\[
\rho_{t,i}^{(j,k)} = \rho_{t,i}^{(j,k-1)} - \delta \nabla \mathcal{J}_1(w_{t,i}^{(j,k-1)}),
\]
where \( \delta \) can be a constant step size and \( \rho_{t,i}^{(j,0)} \) can be set an initial value \( 0 \). Updating \( \rho_{t,i}^{(j,k)} \) as the above for tens of times \([7, 14]\) could make the performance acceptable. Here, we assume the maximum value of \( k \) is a pre-determined constant.

3) Aggregation on Server: At the end of each iteration \( j \in [1, \kappa_t] \), both \( \rho_{t,i}^{(j,k)} \) and \( \nabla \mathcal{J}_1(w_{t,i}^{(j)}) \) need to be uploaded to the server for aggregation \([15]\):
\[
w_{t}^{(j)} = w_{t}^{(j-1)} + \frac{1}{|S_t|} \sum_{i \in S_t} \left( \phi_{t,i} \cdot \rho_{t,i}^{(j,k)} \right), \\
\mathcal{F}_t(w_{t}^{(j)}) = \frac{1}{|S_t|} \sum_{i \in S_t} \nabla \mathcal{J}_1(w_{t,i}^{(j)}).
\]
Meanwhile, the average loss on all the data of the participants is measured by
\[
\bar{F}_t(w_{t}^{(j)}) = \sum_{i \in S_t} \left( \frac{|D_{t,i}|}{|D_t|} \cdot \mathcal{F}_{t,i}(w_{t,i}^{(j)}) \right).
\]

Model Convergence: We then consider the convergence of both the local model on the device and the aggregated model on the server in each epoch. Analogous to previous research \([14, 17, 33]\), assuming \( \mathcal{F}_{t,i} \) is Lipschitz continuous and strongly convex, for each epoch \( t \), the convergence can be represented as
\[
\mathcal{G}_{t,i}^{(\kappa_t)}(\rho_{t,i}^{(\kappa_t)}) - \mathcal{G}_{t,i}^{(\kappa_i)}(0) = \mathcal{G}_{t,i}^{(\kappa_i)}(\phi_{t,i}) - \mathcal{G}_{t,i}^{(\kappa_i)},
\]
\[
\bar{F}_t(w_{t}^{(\kappa_t)}) - \bar{F}_t(w_{t}^{(0)}) = \bar{F}_t(\Phi_{t,i}^{(\kappa_i)}) - \bar{F}_t(\Phi_{t,i}^{(0)}) + \varepsilon_0 \bar{F}_t(\Phi_{t,i}^{(0)}) = \varepsilon,
\]
where \( \phi_{t,i} \) is the “convergence accuracy” of the local training on device \( i \), and \( \varepsilon_0 \) is the “convergence accuracy” of the aggregated global loss. \( \mathcal{G}_{t,i}^{(\kappa_t)} \) and \( \bar{F}_t \) are the local optimum and the global optimum, respectively. Here, we also introduce \( \varepsilon \) as the desired upper bound of the global loss \([8]\).

We connect the convergence accuracies to the number of gradient steps in each training iteration and the number of training iterations. Recall that in each training iteration \( j \) we run a pre-specified number of gradient steps. We let \( \theta_{t,i}^{(j)} = \mathcal{G}_{t,i}^{(j)}(\rho_{t,i}^{(j)})/\bar{F}_t^{(j)}(\Phi_{t,i}^{(j)}) \) after finishing the \( j \)th iteration. With \( \mathcal{G}_{t,i}^{(j)}(\rho_{t,i}^{(j)}) \leq \bar{F}_t^{(j)}(\Phi_{t,i}^{(0)}) \), we can write
\[
\forall t, i, j: \frac{\mathcal{G}_{t,i}^{(j)}(\rho_{t,i}^{(j)}) - \mathcal{G}_{t,i}^{(j)}(\rho_{t,i}^{(j)})}{\mathcal{G}_{t,i}^{(j)}(\rho_{t,i}^{(j)}) - \mathcal{G}_{t,i}^{(j)}(\rho_{t,i}^{(j)})} \leq \frac{\mathcal{G}_{t,i}^{(j)}(\rho_{t,i}^{(j)}) - \mathcal{G}_{t,i}^{(j)}(\rho_{t,i}^{(j)})}{\mathcal{G}_{t,i}^{(j)}(\rho_{t,i}^{(j)}) - \mathcal{G}_{t,i}^{(j)}(\rho_{t,i}^{(j)})} = \theta_{t,i}^{(j)} \leq \theta_t.
\]
\[
\theta_t = \max_j \theta_{t,i}^{(j)}, \quad \theta_{t,i}^{(j)} = \max_j \theta_{t,i}^{(j)}, \quad \theta_{t,i}, \theta_{t,i}^{(j)} \in [0, 1].
\]
Thus, \( \theta_t \) is the maximum local convergence accuracy across all training iterations on all devices in epoch \( t \). Also, similar to \([17, 34]\), in order to reach the global accuracy \( \varepsilon_0 \), we need to conduct at least \( \kappa_t \theta_t, \varepsilon_0 \) training iterations, where
\[
\kappa_t(\theta_t, \varepsilon_0) = \frac{\mathcal{O}(\log(1/\varepsilon_0))}{1 - \varepsilon_0}.
\]
Given \( \varepsilon_0 \), we can just control \( \theta_t \) in order to control the number of training iterations conducted.

Resource Consumption: In each training iteration of each epoch, each device downloads the model and the gradient once and also uploads the updated model and the corresponding gradient for another time. Thus, the resource consumption for model transferences is \( 2 \cdot \mathcal{O} \) per training iteration, where \( \mathcal{O} \) is the sum of the model size and the gradient size, and \( b_t \) is the available network bandwidth in epoch \( t \). We also denote by \( \alpha_{t,i} \) the computational resource consumption by training one data sample on device \( i \) in epoch \( t \). Note that, as each training iteration takes a pre-specified number of gradient steps, \( \alpha_{t,i} \) thus represents the computational resource consumption by training one data sample for the pre-specified number of times. The resource consumption for computation is then \( \alpha_{t,i} |D_{t,i}| \), as training goes through the entire dataset \( D_{t,i} \) in each training iteration. Overall, we have the total resource consumption of device \( i \) in each training iteration of epoch \( t \) as
\[
\phi_{t,i}(\cdot) = \left( \frac{2 \mathcal{O}}{b_t} + \alpha_{t,i} \cdot |D_{t,i}| \right).
\]

B. Problem Formulation

With the system models, we formulate the following optimization problem for minimizing the overall resource used:
\[
\min \left\{ \sum_{t \in T} \left( \kappa_t(\theta_t, \varepsilon_0) \sum_{i \in S_t} \phi_{t,i}(\cdot) \right) \right\}
\]
s.t.
\[
\sum_{i \in S_t} \phi_{t,i} \leq m, \quad \forall t \in T, \tag{3}
\]
\[
\theta_{t,i} \cdot \phi_{t,i} \leq \theta_t, \quad \forall t \in T, \forall i \in S_t, \tag{4}
\]
\[
\sum_{t \in T} \left( \mathcal{J}_t(w_{t,i}^{(\kappa_i)}) - \varepsilon \right) \leq 0, \tag{5}
\]
var.
\[
\phi_{t,i} \in \{0, 1\}, \theta_t \in [0, 1], \forall t \in T, \forall i \in S_t. \tag{6}
\]
Fig. 2: Structure of proposed online schema

Constraint (3) ensures that the number of concurrent model transfers obeys the network capacity. Constraints (4) and (5) guarantee the convergence of both the local models and the aggregated model. Note that we train the model based on the loss \( F_t \) of the selected devices, but we ensure that the trained model, when applied to all the data in the system, the loss \( F_t \) is bounded. Constraint (6) enforces the variables’ domains.

To simplify the problem presentation, we aggregate the decision variables as \( \mathbf{I}_t = \left[ \varphi_{t,1} \ldots \varphi_{t,N}; \sigma_t \right]^\top \), where \( \sigma_t = \frac{1}{1 - \varphi_t} \). In fact, we introduce some new notations:

\[
\begin{align*}
  f_t(\mathbf{I}_t) &= \sigma_t \cdot \sum_{i \in S_t} \left\{ \varphi_{t,i} \cdot \left( \frac{2\varphi_{t,i}}{\beta_{t,i}} + \alpha_{t,i} \cdot |D_{t,i}| \right) \right\}, \quad (7) \\
  g_t^0 &= F_t(\mathbf{w}_t^{(e_{t-1})}) + \frac{1}{\beta} \sum_{i \in S_t} \left\{ \varphi_{t,i} \cdot \rho_{t,i}^{(e_{t-1})} \right\} - \varepsilon, \quad (8) \\
  g_t^k &= \partial_{t,i} \cdot \varphi_{t,i} \cdot \sigma_t - \sigma_t + 1, \quad \forall i \in S_t, \quad (9) \\
  \mathbf{g}_t(\mathbf{I}_t) &= [g_t^0, g_t^1, ..., g_t^{N}]^\top, \quad (10) \\
  h(\mathbf{I}_t) &= \sum_{i \in S_t} \varphi_{t,i} - m, \quad (11)
\end{align*}
\]

where \( f_t \) corresponds to the objective function, \( h \) corresponds to Constraint (3). Then, the problem can be reformulated:

\[
\begin{align*}
  \min_{\mathbf{I}_t} & \sum_{t \in T} f_t(\mathbf{I}_t) \\
  \text{s.t.} & \sum_{t \in T} \mathbf{g}_t(\mathbf{I}_t) \leq 0, \quad (12) \\
  & h(\mathbf{I}_t) \leq 0, \quad (13) \\
  \text{var.} & \mathbf{I}_t \in \mathcal{X} = \{ \mathbf{I}_t | \varphi_{t,i} \in [0, 1], \sigma_t \geq 1 \}. \quad (14)
\end{align*}
\]

For step-by-step algorithm explanations and equations, please refer to the document for detailed comprehension.
to the primal variable $\tilde{\mathbf{I}}$ via a rectified descent step and maximizing $\mathcal{L}_t(\tilde{\mathbf{I}}, \lambda)$ with respect to the dual variable $\lambda$ via a standard dual ascent step. Specifically, in epoch $t + 1$, we solve the following problem of

$$\min_{\tilde{\mathbf{I}} \in \mathcal{K}} \nabla f_t(\tilde{\mathbf{I}})^T (\mathbf{I} - \tilde{\mathbf{I}}) + \lambda_t^+ \mathbf{1}_g(\tilde{\mathbf{I}}) + \frac{\|\tilde{\mathbf{I}} - \mathbf{I}\|^2}{2\alpha}, \tag{16}$$

s.t. $h(\tilde{\mathbf{I}}) \leq 0$, \tag{17}

to get $\tilde{\mathbf{I}}_{t+1}$ by using the previous fractional decision $\tilde{\mathbf{I}}_t$, where $\nabla f_t(\tilde{\mathbf{I}})$ is the gradient of primal objective $f_t(\cdot)$ at $\mathbf{I} = \tilde{\mathbf{I}}_t$, and $\alpha$ is a positive step size. We highlight that the first two terms form an approximation to $\mathcal{L}_t(\mathbf{I}, \lambda_{t+1})$, and the last term is a proximal term. We also update the dual variable as

$$\lambda_{t+1} = [\lambda_t + \mu \nabla \mathcal{L}_t(\tilde{\mathbf{I}}_t, \lambda_t)]^+ = [\lambda_t + \mu \mathbf{g}_t(\tilde{\mathbf{I}}_t)]^+, \tag{18}$$

where $\mu$ is also a positive step size, and $\nabla \mathcal{L}_t(\tilde{\mathbf{I}}_t, \lambda_t) = \mathbf{g}_t(\tilde{\mathbf{I}}_t)$ is the gradient of $\mathcal{L}_t(\tilde{\mathbf{I}}_t, \cdot)$ at $\lambda = \lambda_t$. Obviously, at $t + 1$, updating $\lambda_{t+1}$ as in (18) and updating $\tilde{\mathbf{I}}_{t+1}$ as in (16) only requires information from $t$, which is the key feature of our algorithm. Note that (16) is not a standard but a rectified descent step that directly penalizes the constraint violation, which facilitates our performance analysis as shown later.

Our online component is exhibited as Algorithm 1. The dual update of $\lambda_{t+1}$ and the primal update of $\tilde{\mathbf{I}}_{t+1}$ are in Lines 5 and 6, respectively. In order to convert the fractional decisions $\tilde{\mathbf{I}}_t$, $\forall t \in \mathcal{T}$ into integers, we propose a rounding component as Algorithm 2, which is described next.

### B. Randomized Rounding Algorithm

Our randomized rounding algorithm proceeds in two steps as shown in Algorithm 2 and Fig. 3. The first step separates $\tilde{\mathbf{I}}_t$ into two parts: $\{\tilde{\phi}_{t,i}\}$ and $\sigma_i = \frac{1}{1 - \tilde{\phi}_{t,i}}$, because the domain of $\sigma_i$ has already been reals, and there is no need to round $\sigma_i$. We point out that both of these two steps keep the expectation of the decisions unchanged without violating $h(\cdot) \leq 0$.

**Scaling the Fractions:** The first step further adjusts $\{\tilde{\phi}_{t,i}\}$, i.e., $\mathbf{U}_t$, in a randomized manner, ensuring that the sum of the adjusted values equals an integer and that the expectation of each adjusted value equals its corresponding value before such adjustment, as shown in Lines 2 to 3, and Fig 3(a). This step either decreases each column of $\mathbf{U}_t$ by multiplying $\gamma_1 < 1$ so that the sum of all columns in $\mathbf{V}_t$ is $1^\top \mathbf{U}_t$, or increases each column of $\mathbf{U}_t$ by multiplying $\gamma_2 > 1$ so that the sum of all columns in $\mathbf{V}_t$ is $1^\top \mathbf{U}_t$. The probabilities of taking these two choices are $[k - \gamma_1]$ and $\gamma_2 - [k]$, respectively, which can thus ensure $E_{\tilde{\phi}}[\mathbf{V}_t] = \mathbf{U}_t$. We should mention here that the sum of all columns increases to at most $[k]$ such that $\sum_{i \in S} \tilde{\phi}_{t,i} \leq m$ would not be violated, i.e., $h(\cdot) \leq 0$.

**Rounding the Fractions:** The second step rounds $\mathbf{V}_t$ into integers, also in a randomized manner, while guaranteeing that 1) the sum of all the values stay unchanged after rounding, 2) each value is an integer after rounding, and 3) the expectation of each randomized integer equals its corresponding fractional value before rounding, as shown in Lines 4 through 7, and Fig 3(b). We use the values of $\mathbf{V}_t$ as the probability to round the columns in pairs into integers, while letting the two fractions compensate each other. Since the sum of all columns is an integer beforehand as a result of the previous step, $\mathbf{V}_t$ can be guaranteed as a vector that only contains 0 and 1 after the loop. The complexity of the loop reaches $O(N^2)$ according to [35]. Consequently, for the final control decisions $\mathbf{I}_t$, we have $E_{\tilde{\phi}}[\mathbf{I}_t] = \mathbf{I}_t$, which is necessary for our performance analysis as described next.

### IV. PERFORMANCE ANALYSIS

#### A. Performance Metrics

We focus on two metrics that measure the performance of an online algorithm: dynamic regret [28, 29] and dynamic fit [24, 30]. The ultimate goal of our performance analysis is to exhibit that both of the dynamic regret and the dynamic fit for our online algorithms only grow sub-linearly along with time.

**Dynamic Regret:** The dynamic regret is defined as the difference between the long-term objective function value of the online decisions $\{\mathbf{I}_t\}$ that are made without knowing the inputs in each epoch and the long-term objective function value of the optimal decisions $\{\mathbf{I}_t^*\}$ that optimize the objective function in each epoch by observing the corresponding inputs. Both integral and real domains are considered, namely:

$$\text{Reg}_f^d := E[\sum_{t=1}^T f_t(\mathbf{I}_t)] - \sum_{t=1}^T f_t(\mathbf{I}_t^*), \tag{19a}$$

$$\mathbf{I}_t^* \in \arg\min_{\mathbf{I}_t \in \mathcal{X}} f_t(\mathbf{I}_t), \quad s.t. \mathbf{g}_t(\mathbf{I}_t^*) \preceq 0, h(\mathbf{I}_t^*) \leq 0,$$

$$\text{Reg}_f^d := \sum_{t=1}^T f_t(\tilde{\mathbf{I}}_t) - \sum_{t=1}^T f_t(\mathbf{I}_t^*), \tag{19b}$$

$$\tilde{\mathbf{I}}_t \in \arg\min_{\mathbf{I}_t \in \mathcal{X}} f_t(\mathbf{I}_t), \quad s.t. \mathbf{g}_t(\tilde{\mathbf{I}}_t) \preceq 0, h(\tilde{\mathbf{I}}_t) \leq 0,$$

where the expectation is introduced due to the randomized rounding component of our proposed online schema.

**Dynamic Fit:** The dynamic fit is defined as the norm of the cumulative violation of the long-term constraints, incurred by
the online decisions \(\{I_t\}\). In order to measure the deviation from 0 incurred by the long-term constraints, according to Constraint (12), we use the function of \([\cdot]^+ = \max\{\cdot, 0\}\) to capture such violation, similar to [24]. Also, both of the integral and real domains are considered as follows:

\[
\begin{align*}
\hat{\text{Fit}}^d_T & := \|E[\sum_{t=1}^{T} g_t(I_t)]\|, \forall t: I_t \in \mathcal{X}, \quad (20a) \\
\tilde{\text{Fit}}^d_T & := \|\sum_{t=1}^{T} g_t(I_t)\|, \forall t: I_t \in \tilde{\mathcal{X}}. \quad (20b)
\end{align*}
\]

B. Regret and Fit Analysis

Roadmap: We firstly present Lemmas 1 and 2, based on which we connect the dynamic regret and the dynamic fit in the integral domain to those in the real domain. Afterwards, we bound the dynamic fit in Theorem 1 and bound the dynamic regret in Theorem 2. Finally, we show in Corollary 1 that by properly choosing the step sizes we can concretize these bounds into sub-linear functions of time.

Lemma 1. The relationship on dynamic regret and dynamic fit in the domain of integers and reals can be illustrated as

\[
\text{Reg}^d_t \leq \tilde{\text{Reg}}^d_T, \quad \hat{\text{Fit}}^d_T \leq \tilde{\text{Fit}}^d_T + M\sigma_\beta^2,
\]

where \(M\) and \(\sigma_\beta\) are constants from Jensen Gap [36].

Proof. See Appendix A. \(\square\)

Assumptions: Before proceeding further, we introduce the following assumptions to facilitate our analysis. These assumptions are very common [37–40], and easy to be satisfied.

Assumption 1: \(\forall t, f_t(I)\) has bounded gradients in \(\tilde{\mathcal{X}},\) i.e., \(\|\nabla f_t(I)\| \leq F, \forall I \in \tilde{\mathcal{X}}\); and \(g_t(I)\) is bounded in \(\mathcal{X},\) i.e., \(\|g_t(I)\| \leq G, \forall I \in \mathcal{X}\).

Assumption 2: There exists a constant \(\varepsilon > 0\), and an interior point \(\tilde{I} \in \mathcal{X}\) such that \(\forall t, g_t(\tilde{I}) \leq -\varepsilon I_0\).

Assumption 3: The slack constant \(\varepsilon\) in Assumption 2 satisfies \(\varepsilon > \nabla^2(I)\), where the point-wise maximal variation of the consecutive constraints is defined as

\[
\nabla^2(g) := \max_{i \in \mathcal{X}} \max_{\tilde{I} \in \mathcal{X}} \|g_{t+1}(\tilde{I}) - g_t(I)\|^2. \quad (22)
\]

Assumption 1 bounds both primal and dual gradients per slot, which is a very common assumption [37, 38]. Assumption 2 is the Slater’s condition [39], which guarantees the existence of a bounded optimal Lagrange multiplier. Assumption 3 implies that the slack constant \(\varepsilon\) is larger than the maximal variation of the constraints, requiring \(\max_{i \in \mathcal{X}} \max_{\tilde{I} \in \mathcal{X}} \|g_{t+1}(\tilde{I}) - g_t(I)\| > \max_{i \in \mathcal{X}} \max_{\tilde{I} \in \mathcal{X}} \|g_{t+1}(\tilde{I}) - g_t(I)\|^2\), which is valid when the feasible region defined by \(g_t(I) \leq 0\) is large enough, or the trajectory of \(g(I)\) is smooth enough across time [38, 40].

Lemma 2. Under previous assumptions and the dual variable initialization of \(\lambda_1 = 0\), we have the following:

\[
\begin{align*}
\frac{(\|\lambda_{t+1}\|^2 - \|\lambda_t\|^2)}{2} & \leq \mu I_0 g_t(\tilde{I}) + \frac{\mu^2}{T} \|g_t(\tilde{I})\|^2, \quad (23a) \\
\forall t, \|\lambda_t\| & \leq \|\hat{\lambda}\| = \mu G + \frac{2FRT^2 + R^2}{2(2\alpha) + \mu G^2} / \varepsilon - V(I), \quad (23b)
\end{align*}
\]

Proof. See Appendix B. \(\square\)

\[\text{TABLE II: Summary of Traces Used}\]

<table>
<thead>
<tr>
<th>Content</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Available devices</td>
<td>Numbers measured every quarter from [12]</td>
</tr>
<tr>
<td>Global convergence</td>
<td>Global convergence changes with iterations [8]</td>
</tr>
<tr>
<td>Local convergence</td>
<td>Local convergence changes with iterations [14]</td>
</tr>
<tr>
<td>Participant numbers</td>
<td>Convergence changes with participants [8]</td>
</tr>
<tr>
<td>Network traffic</td>
<td>Availability for model updates [12]</td>
</tr>
</tbody>
</table>

Theorem 1. Under previous assumptions and the dual variable initialization of \(\lambda_1 = 0\), the integral dynamic fit in (20a) is upper-bounded:

\[
\tilde{\text{Fit}}^d_T \leq \lambda_{T+1}/\mu \leq \|\lambda\|/\mu. \quad (24)
\]

Proof. See Appendix C. \(\square\)

Theorem 2. Under previous assumptions and the dual variable initialization of \(\lambda_1 = 0\), the integral dynamic regret in (19a) is upper-bounded:

\[
\text{Reg}^d_t \leq \tilde{\text{Reg}}^d_T \leq \mathcal{R}_T,
\]

where

\[
\begin{align*}
\mathcal{R}_T & = R \cdot V(\{I_t\}_{t=1}^{T}) + \alpha F T + \mu G^2 (T + 1) + R^2 / 2\alpha \\
& + \|\lambda\| \cdot V(\{g_t\}_{t=1}^{T}). \quad (25a) \\
V(\{I_t\}_{t=1}^{T}) & := \sum_{t=1}^{T} \|I_t - I_{t-1}\|, \quad (25b) \\
V(\{g_t\}_{t=1}^{T}) & := \sum_{t=1}^{T} \max_{i \in \mathcal{X}} \|g_{t+1}(I) - g_t(\tilde{I})\|. \quad (25c)
\end{align*}
\]

Proof. See Appendix D. \(\square\)

Corollary 1. Under previous assumptions and initialization, dynamic regret and fit are bounded by controlling step sizes:

\[
\alpha = \mu = \max\{\sqrt{\frac{V(\{I_t\}_{t=1}^{T})}{R}}, \sqrt{\frac{V(\{g_t\}_{t=1}^{T})}{R}}\},
\]

\[
\text{Reg}^d_T = O(\max\{\sqrt{\frac{V(\{I_t\}_{t=1}^{T})}{R}}, \sqrt{\frac{V(\{g_t\}_{t=1}^{T})}{R}}\}) + \mathcal{O}(\sigma_\beta^2),
\]

Following this corollary, if we set the step sizes as

\[
\alpha = \mu = \mathcal{O}(T^{-\frac{1}{2}}), \quad (26)
\]

then the dynamic regret and the dynamic fit can be bounded, respectively, by

\[
\begin{align*}
\text{Reg}^d_T & = \mathcal{O}(T^{-\frac{1}{2}}) + \mathcal{O}(\mathcal{O}(T^{-\frac{1}{2}})), \\
\text{Fit}^d_T & = \mathcal{O}(T^{-\frac{1}{2}}). \quad (27)
\end{align*}
\]

V. EVALUATION

A. Data and Settings

Federated Learning Workload: We use a series of traces to mimic the online training process of federated learning, as shown in Table II. More specifically, we first obtain the dynamic numbers of available devices over a two days period for a US-centric population [12] as the workload trace, which is measured for every quarter (i.e., every 15 minutes). After
that, we obtain the changes on the global convergence for a set of participants during the iterative training of federated learning [8]. Then, we obtain the changes on the local convergence for a single participant during the iterative training of federated learning [14]. Next, we obtain the changes on the network traffic from [12]. At last, we obtain the changes on the global convergence from [8] when the numbers of participants are different. Besides, the model size used in our simulation is 500MB according to the typical size of machine learning models as mentioned in [41].

**Algorithms and Metrics:** Except for the online schema we proposed with the desired step sizes $\alpha = \mu = 0.15$ based on the corollary mentioned before, we also evaluate our schema under various scenarios and compare it with other algorithms:

- **All-All** selects all of the available devices into training for federated learning and iteratively trains the model until the number of iterations within each epoch reaches to the maximum, i.e., 2500 according to the trace [8].
- **All-Cut** selects all of the available devices into training. However, it terminates the training until the global convergence reaches to a realistic threshold within each epoch, i.e., 0.88, also according to the Google trace.
- **SubSet-All** chooses a subset of available devices based on a threshold so as to ensure that the participant ratio is larger than the threshold. Besides, it terminates the training until the iteration number reaches to the maximum.
- **SubSet-Cut** chooses a subset of available devices so as to ensure that the participant ratio is larger than the given threshold, until the desired global convergence is reached.
- **Greedy-All** selects those participants, whose local convergence performances within previous epoch are less than a given threshold. It continuously trains models until the iterations reach to the maximum.
- **Greedy-Cut** selects participants according to the observable local convergence from previous epoch and a given threshold. Furthermore, it continuously trains the models until the threshold of the global convergence is reached.

We should mention here that all of these algorithms compared would not obtain the actual set of available devices as well as the actual local convergence performances beforehand, since the training scenario is online. Our primary metric contains both resource usage and the global convergence for all of these algorithms. Note that the key step of our online schema, i.e., solving subproblem (16), is conducted by using mature optimization tools: AMPL [42, 43] and IPOPT [44].

**B. Evaluation Results**

**Time-Varying Resource Usage:** Fig. 4(a) illustrates the time-varying resource usage during federated learning. Those strategies spend much on training in federated learning, which iteratively train the models until the iteration number reaches to the maximum, i.e., those *-All ones. In contrast, those strategies with reduced number of iterations in each epoch, i.e., those *-Cut ones as well as our online schema, save the resource usage from the training iterations and sacrifice only a little on the global convergence, since they terminate the training immediately if the global convergence has been reached. Those strategies with reduced number of iterations spend at most 30% resource usage compared with others, which train the models to the maximal iteration number, i.e., nearly 2500 iterations for each epoch. Moreover, the online schema always performs the best compared with others, decreasing...
at least 25% resource usage on average, because it chooses suitable participants dynamically according to previous local convergence performances. As shown in Fig. 4(c), our online schema dynamically changes the maximum local convergence accuracy guided by previous decisions and training results, and is willing to select those devices with better local convergence performances and lower resource usage. Unlike the Greedy one choosing devices based on a fixed threshold heuristically, our online schema adjusts the maximum local convergence accuracy for better usage of resources.

**Convergence of Federated Learning:** As illustrated in Fig. 4(b), although our online schema actually decreases a little on the global convergence, the average reduction is only 4%. Except for the maximal global convergence achieved by All-All strategy, i.e., 90%, other strategies more or less decrease the global convergence. First, SubSet-* randomly chooses 90% available devices as participants while SubSet' chooses 80%. As a result, those devices with poor local convergence performances are more likely to be chosen when the SubSet threshold is high. Second, Greedy-* chooses devices based on previous results and the threshold 0.98 while the threshold for Greedy' is 0.9. A lower threshold leads to much reduction on the global convergence since more devices are excluded. In contrast, our proposed online schema dynamically chooses the subset of devices guided by observing results from previous local convergence. Since adjusting both subset of devices and the local convergence threshold for online scenario needs more information beforehand, the little sacrifice on the global convergence in our online schema is acceptable, which earns much more reduction on the resource usage.

**Performance under Various Workloads and Settings:** We also evaluate our online schema under various scenarios and diverse settings compared with other strategies. As shown in Fig. 5(a), with the growth of available device number, our proposed online schema improves much more than that of other strategies, decreasing 21.5% resource usage when the number is small and decreasing 32.9% when number is large. The higher number of devices refers to the heavier workload in the training of federated learning, which leaves more opportunities for our online schema to choose participants from candidates. As shown in Fig. 5(b) and Fig. 5(c), we vary both the model sizes from 100MB to 1000MB as well as the computational costs for each data piece from 0.3 to 1.5. Compared with the model sizes, i.e., the cost for transmissions, the average cost for computation affects much more on the overall resource usage, since each participant needs to iteratively calculate the latest model based on its own raw data by using SGD, batch SGD, etc. The average decrease on the resource usage is 24.9% when we vary the model sizes while the average decrease on the resource usage is 33.1% when we vary the computational costs for each data piece. Further shown in Fig. 5(d), we vary the data volumes for each participant from 50 to 200. Although excluding those devices with higher data volumes may help to decrease the resource usage, it may also affect the global convergence. Therefore, the online schema considers both resource and convergence, decreasing 24.4% resource usage with only a little sacrifice on the global loss.

We evaluate the designed online schema under various step sizes. With the growth of step sizes, the resource usage decreases. Although tuning the step sizes may help improve the performance of online schema, the performance of our proposed online schema under the step sizes used according to the corollary is acceptable. Furthermore, the calculation cost for our proposed online schema is also reasonable, which only takes several hundreds of milliseconds for calculation.

**VI. Related Work**

We summarize prior research in three categories, and highlight their drawbacks compared to our work, respectively.


These works have considered model training and resource usage; however, they mainly consider an offline setting, and are inapplicable to the time-varying and unpredictable device availabilities, data volumes, and other inputs. The blindness to the training results before making resource decisions further prohibits the applicability of such works to an online setting.

**Federated Learning Convergence Analysis:** Li et al. [9] analyzed the convergence performance of federated learning over Non-IID data. Mohri et al. [19] analyzed the connection between convergence and the data-dependent complexity. Xie et al. [20] analyzed the asynchronous federated optimization. Haddapour et al. [21] analyzed the convergence generalized to nonconvex problems in federated learning.

These works focus on the convergence performance of the federated learning algorithms themselves, and largely ignore the heavy resource usage of federated learning from a system perspective. Besides, they do not often analyze the relationship between model convergence and resource usage.

**Cloud/Edge Online Resource Provisioning:** Jiao et al. [25–27] proposed a series of online algorithms to provision cloud/edge resources under multi-layer, multi-granularity, and multi-timescale settings, respectively. Xu et al. [23] proposed online service caching and offloading for stochastic inputs. Gao et al. [22] proposed an online iterative algorithm for access network selection and service placement. The long-term effect of instantaneous violation was also studied in [24, 30, 45], where online algorithms with sub-linear regret and accumulated constraint violation were developed, but they failed to consider the integral decisions.

These works focus on online service provisioning, but rarely consider the specific computation and communication patterns and characteristics of federated learning. Few of them are suitable for federated learning, due to lack of the consideration and incorporation of model convergence in their optimization.
VII. CONCLUSION

Federated learning often incurs heavy usage of computation and communication resources. To reduce such resource usage, in this paper, we propose to select suitable participants and exclude unnecessary model updates during the model training process. We build a time-varying non-linear integer program to minimize the cumulative resource usage, subject to the long-term model convergence. We design an online algorithm that consists of an online learning component and a randomized rounding component to solve the problem through rectified alternating decent-ascent steps. We also rigorously prove the sub-linear dynamic regret and dynamic fit. Our trace-driven simulations confirm the advantages of our proposed online approach over multiple alternative algorithms in practice.

APPENDIX

A. Proof of Lemma 1

Proof. Dynamic regret $\text{Reg}_T^f$ can be treated as

$$E[\sum_{t=1}^{T} f_t(\mathbf{I}_t)] - \sum_{t=1}^{T} \mathbf{f}_t(E[\mathbf{I}_t]) = \sum_{t=1}^{T} f_t(\mathbf{I}_t) - \sum_{t=1}^{T} \mathbf{f}_t(\mathbf{I}_t)$$

where the equation (28a) holds since the expectation as well as $E$ approach over multiple alternative algorithms in practice. Simulations confirm the advantages of our proposed online sub-linear dynamic regret and dynamic fit. Our trace-driven rounding component to solve the problem through rectified term model convergence. We design an online algorithm that minimize the cumulative resource usage, subject to the long-term process. We build a time-varying non-linear integer program to solve the problem through rectified alternating decent-ascent steps. We also rigorously prove the sub-linear dynamic regret and dynamic fit. Our trace-driven simulations confirm the advantages of our proposed online approach over multiple alternative algorithms in practice.

B. Proof of Lemma 2

Proof. Updating $\lambda$ by using the equation in (18), we have

$$\lambda_{t+1}^2 = ||\lambda_t + \mu g_t(\tilde{\lambda}_t)||^2 \leq ||\lambda_t + \mu g_t(\tilde{\lambda}_t)||^2$$

where inequality (30a) holds with the same reason as inequality (29a). After re-arranging terms in (30), we obtain (23a). Since $\tilde{\lambda}_{t+1}$ is the optimum for objective in (16), by using the interior point $\tilde{\lambda}_t$ mentioned in Assumption 2, we have

$$\nabla f_t(\tilde{\lambda})^T (\tilde{\lambda}_{t+1} - \tilde{\lambda}_t) + \lambda_{t+1}^T g_t(\tilde{\lambda}_{t+1}) + \frac{\|\tilde{\lambda}_{t+1} - \tilde{\lambda}_t\|^2}{2\nu} \leq \nabla f_t(\tilde{\lambda})^T (\tilde{\lambda}_t - \tilde{\lambda}_t) + \lambda_{t+1}^T g_t(\tilde{\lambda}_t) + \frac{\|\tilde{\lambda}_t - \tilde{\lambda}_t\|^2}{2\nu}$$

where inequality (31a) holds due to the Assumption 2, and inequality (31b) holds because $||\lambda_{t+1}||$ is less or equal to $\lambda_{t+1}^T 1$ for any non-negative vector $\lambda_{t+1}$. Then, we re-arrange the terms in (31) as follows:

$$\lambda_{t+1}^T g_t(\tilde{\lambda}_{t+1}) \leq \nabla f_t(\tilde{\lambda}_t) - \nabla f_t(\tilde{\lambda}_t) - \epsilon ||\lambda_{t+1}|| + \frac{\|\tilde{\lambda}_t - \tilde{\lambda}_t\|^2}{2\nu}$$

where inequality (32a) holds since the bounded gradient in Assumption 1 and bounded domain. After plugging inequality in (32) into inequality (23a), we have

$$\nabla f_t(\tilde{\lambda}_t)^T (\tilde{\lambda}_t - \tilde{\lambda}_t) - \nabla f_t(\tilde{\lambda}_t)^T (\tilde{\lambda}_t - \tilde{\lambda}_t) - \epsilon ||\lambda_{t+1}|| + \frac{\|\tilde{\lambda}_t - \tilde{\lambda}_t\|^2}{2\nu}$$

where inequality (32a) holds since the bounded gradient on the domain mentioned in footnote, and $||\tilde{\lambda}_t - \tilde{\lambda}_t||^2 \geq 0$; inequality (32b) holds by using Cauchy-Schwarz inequality twice on the first two terms; and inequality (32c) holds by using the coefficient gradient in Assumption 1 and bounded domain. After plugging inequality in (32) into inequality (23a), we have

$$||\nabla f_t(\tilde{\lambda}_t) - \nabla f_t(\tilde{\lambda}_t)|| (||\tilde{\lambda}_t - \tilde{\lambda}_t|| + ||\tilde{\lambda}_t - \tilde{\lambda}_t||) - \epsilon ||\lambda_{t+1}|| + \frac{\|\tilde{\lambda}_t - \tilde{\lambda}_t\|^2}{2\nu}$$

where inequality (33a) holds by adding two complementary terms to the right side, i.e., $\pm \lambda_{t+1}^T g_t(\tilde{\lambda}_{t+1})$, as well as by using the upper-bound of $g$; inequality (33b) holds due to the non-negative property of $\lambda_{t+1}$ and the property of $||\cdot||^+$; and inequality (33c) holds due to Assumption 3.

Next, we show the correctness of inequality (32b) by contradiction. Without loss of generality, we suppose that $t+2$ is the first time index that breaks inequality (23b), namely:

$$||\lambda_{t+1}|| = ||\lambda_{t+1}||^2$$

However, by using the equation in (18), the relationship can be obtained on $\lambda$ between consecutive epochs as follows:

$$||\lambda_{t+1}|| \leq ||\lambda_{t+1}||^2$$

where inequality (35a) holds due to the triangle inequality; inequality (35b) holds because of the non-expansive property of the projection, i.e., $||\cdot||^+$; and inequality (35c) holds by using
the hypothesis on $||\lambda_{t+2}||$ from (34). Then, by plugging (35) into (33), we obtain that $\Delta(\lambda_{t+1})<0$, leading to $||\lambda_{t+2}||<||\lambda_{t+1}||$, which contradicts (34). Thus, $\forall t$, inequality (23b) holds. \hfill $\square$

C. Proof of Theorem 1

Proof. $\lambda$ is updated by using equation in (18), namely:

$$[\lambda_T + \mu g_T(\bar{I}_T)]^+ \geq \ldots \geq \lambda_1 + \sum_{t=1}^{T} \mu g_t(\bar{I}_t).$$  \hfill (36)

Since $\lambda_1 = 0$, by re-arranging the terms in (36), we obtain

$$\sum_{t=1}^{T} g_t(\bar{I}_t) \leq \frac{\lambda_{T+1}}{\mu} - \lambda_T < \frac{\lambda_{T+1}}{\mu}. \hfill (37)$$

Therefore, $\bar{F}it^d = ||\sum_{t=1}^{T} g_t(\bar{I}_t)||$ can be treated as

$$\bar{F}it^d(38a) \leq ||\sum_{t=1}^{T} g_t(\bar{I}_t)|| \leq \frac{||\lambda_{T+1}||}{\mu}, \hfill (38)$$

where inequality (38a) holds due to the same reason for (29a).

By using (29) again, we complete the proof. \hfill $\square$

D. Proof of Theorem 2

Proof. The objective in (16) implies that it is $1/\alpha$-strongly convex with respect to $\bar{I}$, denoted by $J_t(\bar{I})$, i.e., $\forall a, b \in X$:

$$J_t(b) \geq J_t(a) + \nabla J_t(a)^T(b-a) + \frac{1}{2\alpha} ||b-a||^2. \hfill (39)$$

Since $\bar{I}_{t+1}$ is the optimum for $\min_{I \in X} J_t(\bar{I})$, it holds the optimality condition [39], namely:

$$\nabla J_t(\bar{I}_{t+1})^T(\bar{I}_t - \bar{I}_{t+1}) \geq 0. \hfill (40)$$

Thus, by setting $a = \bar{I}_{t+1}, b = \bar{I}_t$, as well as plugging inequality (40) into inequality (39), we have

$$J_t(\bar{I}_t) \geq J_t(\bar{I}_{t+1}) + \frac{1}{2\alpha} ||\bar{I}_t - \bar{I}_{t+1}||^2. \hfill (41)$$

After adding $f_t(\bar{I}_t)$ on both two sides, expanding $J_t(\cdot)$ according to its definition, i.e., $f_t(I) = f_t(I_i) + f_t(I_{i+1}) + \sum_{j=i+1}^{2} f_t(I_j)$, we have

$$f_t(\bar{I}_t) + \nabla f_t(\bar{I}_t)^T \bar{I}_t - \bar{I}_{t+1} + \lambda_{T+1} g_t(\bar{I}_t) + \frac{||\bar{I}_t - \bar{I}_{t+1}||^2}{2\alpha} \leq f_t(\bar{I}_{t+1}) + \lambda_{T+1} g_t(\bar{I}_{t+1}) + \frac{||\bar{I}_{t+1} - \bar{I}_{t+2}||^2}{2\alpha}. \hfill (42a)$$

where inequality (42a) comes from the fact that $\lambda_{T+1} > 0$ and the per-slot optimal solution $\bar{I}_t$ is feasible, i.e., $g_t(\bar{I}_t) \leq 0$, such that $\lambda_{T+1} g_t(\bar{I}_t) \leq 0$. Then, we analyze the gradient term as

$$\nabla f_t(\bar{I}_t)^T (\bar{I}_{t+1} - \bar{I}_t) \leq \frac{1}{2\alpha} ||\bar{I}_t - \bar{I}_{t+1}||^2, \hfill (43)$$

$$\leq \frac{1}{2\alpha} \frac{1}{\alpha} ||\bar{I}_t - \bar{I}_{t+1}||^2 \leq \frac{1}{2\alpha} \frac{1}{\alpha} ||\bar{I}_t - \bar{I}_{t+1}||^2, \hfill (44)$$

where $\eta$ is an arbitrary positive constant. Inequality (43a) holds because of the property of norms; inequality (43b) holds because $a^2 + b^2 \geq 2ab$; and inequality (43c) holds due to the bounded gradient of $f_t$. After that, we plug inequality (43) into inequality (42) and re-arrange the terms as

$$f_t(\bar{I}_t) + \lambda_{T+1} g_t(\bar{I}_t) + \frac{2}{\alpha} \frac{1}{\alpha} ||\bar{I}_t - \bar{I}_{t+1}||^2 + \frac{1}{\alpha} \frac{1}{\alpha} ||\bar{I}_t - \bar{I}_{t+1}||^2 \leq f_t(\bar{I}_{t+1}) + \frac{2}{\alpha} \frac{1}{\alpha} ||\bar{I}_t - \bar{I}_{t+1}||^2 + \frac{1}{\alpha} \frac{1}{\alpha} ||\bar{I}_t - \bar{I}_{t+1}||^2 \hfill (44a)$$

Therefore, $\Delta(\lambda_{t+1}) \leq f_t(\bar{I}_t) \leq \frac{\lambda_{T+1} g_t(\bar{I}_{t+1}) + \frac{1}{\alpha} ||\bar{I}_t - \bar{I}_{t+1}||^2}{2\alpha} + \frac{1}{\alpha} \frac{1}{\alpha} ||\bar{I}_t - \bar{I}_{t+1}||^2 \hfill (44b)$$

where inequality (44a) holds because $\eta$ is chosen, i.e., $\eta = 1/\alpha$, such that $(\frac{\alpha}{2} - \frac{1}{2\alpha}) = 0$. By applying (44) into (23a), we have

$$\Delta(\lambda_{t+1}) \leq f_t(\bar{I}_t) \leq \frac{\lambda_{T+1} g_t(\bar{I}_{t+1}) + \frac{1}{\alpha} ||\bar{I}_t - \bar{I}_{t+1}||^2}{2\alpha} + \frac{1}{\alpha} \frac{1}{\alpha} ||\bar{I}_t - \bar{I}_{t+1}||^2 \hfill (44c)$$

Therefore, $\bar{F}it^d = ||\sum_{t=1}^{T} g_t(\bar{I}_t)||$ can be treated as

$$\bar{F}it^d(38a) \leq ||\sum_{t=1}^{T} g_t(\bar{I}_t)|| \leq \frac{||\lambda_{T+1}||}{\mu}, \hfill (38)$$

where inequality (38a) holds because we add the term $f_t(\bar{I}_t)$ on both two sides based on (23a) as well as two complementary terms, i.e., $\pm \lambda_{T+1} g_t(\bar{I}_{t+1})$; equation (45b) holds because we re-arrange the terms; inequality (45c) holds due to the application of inequality (44); inequality (45d) holds due to the bounded value of $g_{t+1}$ as well as the property of $||\cdot||$; and inequality (45e) holds based on Assumption 3. Next, we consider the intermediate terms as follows:

$$||\bar{I}_t - \bar{I}_{t+1}||^2 \leq ||\bar{I}_t - \bar{I}_{t+1}||^2 + ||\bar{I}_{t+1} - \bar{I}_{t+2}||^2 \hfill (45a)$$

$$\leq 2R ||\bar{I}_t - \bar{I}_{t+1}|| \hfill (45b)$$

Summing up previous inequality over $t = 1$ to $T$, we have

$$\sum_{t=1}^{T} \Delta(\lambda_{t+1}) \leq f_t(\bar{I}_t) \leq \frac{\lambda_{T+1} ||V(g_t)|| + \frac{\alpha^2}{2} + \frac{\mu^2}{2}}{\alpha} \hfill (47a)$$

where inequality (47a) holds due to the definition of $||\lambda||$ and (25c), and inequality (47b) holds also due to (25c). Then,

$$\bar{F}it^d = \sum_{t=1}^{T} f_t(\bar{I}_t) \leq \frac{\lambda_{T+1} ||V(g_t)|| + \frac{\alpha^2}{2} + \frac{\mu^2}{2}}{\alpha} \hfill (47b)$$

where inequality (47a) holds due to the definition of $||\lambda||$ and (25c), and inequality (47b) holds also due to (25c). Then,
\[
\frac{1}{2\alpha} \left\| \mathbf{I} - \mathbf{I}_0 \right\|^2 + \frac{1}{2\mu} \left\| \lambda_{T+1} \right\|^2 + \frac{1}{2\mu} \left\| \lambda_{T} \right\|^2 < \mathcal{R}_T.
\]

where inequality (48a) holds because \( \left\| \mathbf{I} - \mathbf{I}_0 \right\|^2 \) has been bounded by \( R \) according to bounded radius of domain, \( \left\| \lambda_{T+1} \right\|^2 \geq 0 \), as well as \( \left\| \lambda_{T} \right\|^2 \leq \mu^2\gamma^2 \) if \( \lambda_{1} = 0 \).
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