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The Premise of This Talk
• The field of human-computer interaction needs 

better predictive engineering techniques.
• These engineering models should be based on a 

specification of the user, the task, and the device.
• The specification of the user should be based on 

how humans process information.
• People use cognitive strategies—plans that 

coordinate the perceptual, motor and memory 
processes needed to do tasks.
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Efficiency inspires delight.
• Aesthetics and usability (as measured by speed 

and accuracy) both influence a user’s feelings 
about an interface. Usability influences it more. 
(Thüring & Mahlke, 2007; Tuch et al., 2012)

• User interfaces that reduce the processing 
required to accomplish tasks are perceived as 
more aesthetic and appealing. (McDougall & Reppa, 2013)
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Core Research Question:
What are the cognitive strategies that people use 

(and do not use) when interacting with computers?

Cognitive psychologists have asserted such strategies for decades:
• Shiffrin & Atkinson (1969) - control processes to modulate 

information flows between processors.
• Baddeley (1974) - executive processes.
• Lachman et al. (1979) - the programs in the information processor.
• Rosenbaum (1991) - motor programs.
But few researchers have studied them.  They are elusive.

Data and techniques that I use to expose the cognitive strategies:
• Cognitive modeling.
• Eye Tracking. 4
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• EPIC: Executive Process-Interactive Control
Kieras and Meyer (1997)
• Inspired in part by the Model Human Processor (Card, 

Moran, and Newell, 1983)
• Captures human perceptual, cognitive, and motor 

processing into a simulation framework
• Constrains the models that can be built
• Inputs into the architecture:
• Task environment
• Visual-perceptual features
•Cognitive strategies
• Outputs from the running model:
• Execution times
• Trace of the processing
• Eye movements

The EPIC Cognitive Architecture

Cognitive strategies are simulated with production rules. 
An EPIC production rule to move the eyes. (from Halverson & Hornof, 2011)
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290 Halverson and Hornof

facts about the world. In the cognitive processor, information in working memory
interacts with a cognitive strategy, represented in production rules, to produce action
through the ocular, manual, and voice motor processors. The motor processors
control the simulated eyes, hands, and mouth to interact with the environment. All
processors run in parallel with each other.

The perceptual and motor processors constrain the behavior that a set of
production rules can generate. Particularly relevant to active vision are the constraints
imposed by the simulated eyes, including EPIC’s retinal availability functions, which
constrain the perception of visual information from the environment. The availability
functions simulate the varying resolution of the retina, with greater resolution near
the center of vision and lower resolution in the periphery. The retinal availability
functions determine the eccentricity at which visual properties can be perceived.
For example, text is available within 1ı of visual angle from the center of fixation,
roughly corresponding to foveal vision, whereas color is available within 7

1

2

ı

of visual
angle. EPIC also simulates the ballistic eye movements, called saccades, which are
made to gather visual information. The cognitive processor sends commands to the
ocular-motor processor to initiate eye movements. The ocular-motor processor then
prepares and executes the eye movements, imposing appropriate time delays for
processing time and eyeball rotation. To illustrate, Figure 2 annotates the contents
of a production rule that selects the next saccade destination and prepares an eye
movement to that location.

The encoding of visual objects and their properties into visual working memory
takes time. EPIC simulates these encoding times by delaying information as it flows
through the visual sensory processor and the visual-perceptual processor, each of

FIGURE 2. Example of an EPIC production rule that illustrates the selection of a saccade
destination and prepares an eye movement to that location.

The visual retinal zones in EPIC ’97

Visual features (such as text, shape, color) are 
available as a function of the angular distance 
between an object and the point of gaze.
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EPIC is well-suited to explore 
cognitive strategies

•EPIC makes an architectural commitment to only 
enforce serial processing for motor activities.

•Any number of production rules can fire in each 
50 ms cycle.  Strategies can be written to permit 
one rule to fire at a time (as in our initial model) 
and also to explore the potential for overlapped 
strategies (as in our second and third models).
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Four Projects Exploring 
Cognitive Strategies for...
1. Visual search of pull-down menus.
2. Visual search of hierarchical displays.
3. Multimodal multitasking.
4. Individualized strategies for multitasking.
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Menu search and 
selection remains a 
dominant HCI 
interaction technique 
and yet the field still 
lacks a comprehensive 
predictive model of 
how people do it. It is 
not a solved problem.
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1. Cognitive strategies for visual search of 
pull-down menus. Visual Search of Pull-Down Menus

Data from Nilsen (1991)
Models from Hornof & Kieras (97 & 99)

Menus:
• 3, 6, or 9 numerical digits.
• Randomly or Numerically 

ordered menus.
• Blocked by size and ordering.
Procedure:
• Study target digit.
• Click on "GO".
•Menu appears.
• Point to and click on target.

14

The Menu Task Modeled

Experiment run by Erik Nilsen (1991)
Menus:
• 3, 6, or 9 numerical digits.
• Randomly re-ordered every trial.
Procedure:
• Study target digit.
• Click on "GO".
• Menu appears.
• Point to and click on target.
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Human 
data

Main effects:
• Numerically-

ordered menus 
are faster.
• Different slopes.
In Randomly 
ordered:
• Position 1 

effect.
•Menu length 

effect.

menu item, and the clock starts.  As quickly as possible,
click on the target item in the menu.  The clock stops.

• There is no menu-length effect in the numerically ordered
menu data.  Every serial position takes the same amount
of time regardless of the menu length.Two different menu styles were used:  Walking and click-

open.  With walking menus, participants moved the cursor
to the GO box, pressed and held down the mouse button,
moved the cursor to the target while keeping the mouse
button depressed, and then released the mouse button.  With
click-open menus, participants moved the cursor to the GO
box, clicked the mouse button, moved the cursor to the
target, and then clicked the mouse button.  Within a block,
all menus were of the same style.

• There is a negatively accelerated increase in the
numerically ordered menu data; the increase is greater than
that of the Fitts’ law prediction also shown on the graph.
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Figure 2.  Nilsen’s task with a numerically ordered
menu and six items in the menu.

Eight experienced mouse users participated in the
experiment, and were financially motivated to perform each
trial as quickly as possible.  Nilsen presented each
participant with eighteen trials for every possible
combination of target position, menu length, menu
ordering, and menu style (walking versus click-open).  The
final fifteen asymptotic trials are reported in the data.

Figure 3.  Nilsen’s observed data for randomly and
numerically ordered menus.  Mean selection times as
a function of serial position of target item, for menus
with three, six, or nine items.  Also: Time required to
move the mouse to each target position as predicted
by Fitts’ law with a coefficient of 120.

These features in the data will direct the model-building
endeavor that follows.  All of the models that follow will
compare how well the models’ predictions match Nilsen’s
observed data.  But the comparisons will use a more detailed
view of the same data presented in Figure 3.  Since the
observed data points for the different menu lengths are the
same, but the menu styles produced different times, the
graphs that follow will collapse the observed data and the
predictions by menu length, but expand them by menu
style (walking versus click-open).

THE OBSERVED DATA
Figure 3 shows Nilsen’s observed data for randomly and
numerically ordered menus, averaged across participants,
blocks, and menu style (walking versus click-open).  Also
shown is a Fitts’ law movement time prediction, with a
coefficient of 120 (an average between the coefficients for
the POINT-PRESSING movement required for walking
menus and the POINT movement required for click-open
menus).

The important features in the numerically ordered menu data
include: THE MODELS

This section presents two classes of models, the immediate
look, point, and click models and the immediate look,
point, check and correct models.  Preliminary modeling
not discussed here for lack of space demonstrates that
waiting for the menu to appear will produce excessive
delays.  As a result, all of the models discussed in this
paper represent the belief that people will use anticipated
location knowledge to prepare and execute eye and hand
movements to the target without waiting for the menu to
actually appear.  Anticipated location knowledge is made
available to strategies by means of named locations in

• Participants select an item from a numerically ordered
menu substantially faster than from a randomly ordered
menu.  As a result, the visual search strategies presented
in the previous CHI paper [6] to explain the randomly
ordered menu data will not also explain the numerically
ordered menu data.  Evidently, extensive visual search is
not needed for the numerically ordered menus.

• Participants select the target item from numerically
ordered menus very quickly, requiring only 350 to 950
msec to click on the GO box, move the cursor to the
target, and click on the target.

Explain the data
by exploring strategies

• The goal is to explore strategies while keeping the 
architecture constant.
• Exploring strategies presents two problems:

1.  Degrees of freedom.
2.  Falsification.
• These are addressed in part by:

1.Proposing strategies that
(a) are parsimonious (at least debatably), and
(b) have been proposed and debated in the literature.

2.Attempting to falsify some of the competing theories 
within the context of the model exploration. 14

Disconfirm strategies 
for searching randomly-

ordered menus.

15

Scanning Process
Is list exhausted?
Find next Item

Encoding Process

Matching Process

MatchMismatch

Select Failure

Serial processing 
strategy proposed by 
Kent Norman (1991) 
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Serial Processing Models

Random Search
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Parallel processing strategies
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Look at the precue.
Click the mouse on the GO box to show the menu and
move eyes to where one of the top items will appear.

Quit searching when target item appears in working memory.

Move mouse and gaze to item.
Click mouse.

These 
steps take

place in 
parallel.

Determine the item one foveal diameter below gaze.
Move eyes to that item.
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A mixture model of random and 
systematic, and different numbers of items 

perceived in parallel, explained the data
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Dual Strategy / Varying Distance
Hybrid Model
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When you generate strategies that use the 
architecture as effectively as possible, you can 

predict some interesting behaviors

Maximally-efficient 
foveal sweeps

Parallelism built 
into the architecture 
permits multiple 
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Cognitive strategies are identified using 
reaction time data and the architecture

25

New Insights into Menu Search

CHI 97 models for 
randomly ordered 
menus, AAE 3%

CHI 99 models for 
numerically ordered 
menus, AAE 4%
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People do not serially process one menu item

at a time, as has been proposed by many
researchers.

Search is both random and systematic.

The top menu item takes longer to select

because of an interaction between more than
one item fitting into the fovea and random

search.

The menu length effect results from the

random component in the search strategy.
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Eye movement data subsequently 
validated many aspects of the strategies

• People process multiple items in parallel.
• Scan paths are sometimes top-to-bottom, 

sometimes random, and sometimes a 
combination of the two.
(Aaltonen et al., 1998; Byrne et al., 1999)

Eye tracking and cognitive modeling have a 
special synergy:  The models provide specific 
theories that the data can confirm or disconfirm.

20



Four Projects Exploring 
Cognitive Strategies for...
1. Visual search of pull-down menus.
2. Visual search of hierarchical displays.
3. Multimodal multitasking.
4. Individualized strategies for multitasking.
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2. Cognitive strategies for the visual 
search of hierarchical displays

This project demonstrates how people clearly 
use different strategies for different tasks.

22
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The Experimental Task

Experimental Design
• 2 X 3 design.  Layouts were labeled or unlabeled.

Layouts had 2, 4, or 6 groups.  Blocked by layout type.
• Procedure: Study precue, click on precue, find target, click on target.
• 16 participants, motivated to search quickly

1° of
visual 
angle 

A

B

C

D

E

F

Human Data
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the following reasons: calibration difficulties (n=4); failed
stereopsis exam (n=2); too many trials interrupted by the
point-completion deadline (n=2).  Participants were
financially motivated to perform each trial as quickly as
possible while maintaining a very low error rate.

Eye Tracking Procedure
Eye movements were recorded using the LC Technologies
Eyegaze System, a 60 Hz eye tracker that tracks eye
movements using the pupil-center and corneal-reflection.
The experimental stimuli were displayed using an Apple
Power Mac G4 computer running Mac OS 9.2 at 733 Mhz
and a ViewSonic VE170 LCD display with a 0.264 mm
pixel pitch.  A chinrest maintained an eye-to-screen distance
of 56 cm, such that 1Y of visual angle subtended 38.4
pixels.  Screen objects were 25 pixels high.  Columns were
300 pixels center-to-center.  The precue always appeared at
the same location, level with the participantís eyes.

Fixations were identified using a dispersion-based
algorithm, with a minimum fixation duration of 100 ms
and a deviation threshold of 0.5Y of visual angle in radius.
Systematic error in the eye tracking data was reduced using
the required fixation location technique introduced in Hornof
and Halverson [6], which also provides additional details of
the experiment.1

OBSERVED SEARCH TIMES
Figure 3 shows the search times observed when the
experiment was run with eye tracking.  There were no
meaningful differences in the search time without or with
eye tracking.  It appears as if the presence of the eye tracker
did not substantially affect search performance.

 

Figure 3. Mean observed search time as a function
of the group containing the target, for unlabeled
layouts (left) and labeled layouts (right).  The shaded
area shows the number-of-groups effect.  Groups A-
F are defined in Figure 2.

The three most salient trends in the search time data are:  
(a) Smaller layouts were faster.  (b) Labeled layouts were
faster.  (c) Unlabeled layouts had a larger number-of-groups
effect.  The number-of-groups effect measures how much
longer it takes to find an item in the same group as the

                                                
1 The eye tracking data and a tool for viewing the data are

downloadable at http://www.cs.uoregon.edu/~hornof.

layout gets bigger, and suggests an element of noise or
randomness in the search process [5].

DESCRIPTION OF THE COGNITIVE MODELS
A number of computational cognitive models were built,
using the EPIC cognitive architecture (Executive Process-
Interactive Control, [9]).  EPIC captures human perceptual,
cognitive, and motor processing constraints in a
computational framework that is used to build simulations
of human information processing and task execution.  EPIC
constrains the models that can be built, and the predictions
that can be made, based on fundamental human processing
capabilities and limitations.

As is required to use the architecture, we encoded into EPIC
(a) a reproduction of the task environment, (b) the visual-
perceptual features associated with each of the screen objects
and (c) the cognitive strategies that guide the visual search.
These components were specified based on task analysis,
human performance capabilities, previous visual search
models, and parsimony.

After these components were encoded into the architecture,
EPIC executed the task, simulated the perceptual-motor
processing and interactions, and generated search time
predictions for every target position in every screen layout.
The models are described in more detail in Hornof [4].

EPIC simulates oculomotor processing, including the fast
ballistic eye movements known as saccades, as well as the
fixations during which the eyes are stationary and
information is perceived.  The models assume a foveal
region 2Y of visual angle in diameter which allows the
model to perceive, with a single fixation, the fixated screen
object as well as one or two adjacent objects.  All foveated
objects move to visual working memory in parallel.

The cognitive strategy, encoded as production rules, is a
core component of each model.  The strategy represents a
plausible explanation of how people recruit and coordinate
their perceptual-motor processes to accomplish the task.  A
modeling project typically involves searching through a
space of plausible cognitive strategies, eventually finding
the strategy that best explains the data.

Eight different strategies were written to examine how
people searched unlabeled and labeled layouts.  Each
strategy was encoded into EPIC, which executed the
strategy and generated predictions that were compared to the
observed data.  Two strategies that provide a good fit with
the search time data are described here.

Noisy-Systematic Search Strategy
The noisy-systematic search strategy for unlabeled layouts
assumes that people attempt to make a maximally-efficient
foveal sweep [7], in which the eyes move to capture
everything in the high resolution foveal vision with as few
fixations as possible.

Noise is introduced into the strategy by having it
sometimes overestimate how far the eyes can move and still
foveate everything with successive fixations.  If the target
is missed, another sweep is required, substantially
increasing the search time for that trial.

Trends: (a) Smaller layouts are faster. (b) Labeled 
layouts are faster. (c) Unlabeled layouts have a 
larger number-of-groups effect.



Unlabeled layouts:
Systematic search strategy

Again, neither a purely systematic nor a 
purely random search explain the data. 25

The noisy systematic strategy assumes that people will try to search a lay-
out in a regular and systematic manner, examining each item exactly once (as
shown in Figure 9), but that random noise will disrupt the process. Random
noise is introduced into the strategy by (a) varying the destination of the first
saccade and (b) varying the extent of each subsequent saccade. In the system-
atic search strategy, the next item to fixate was always two or three below the
currently fixated object. Now the next item to fixate will vary randomly be-
tween two to seven items below. Varying these saccade destinations while
maintaining a fovea of 2° of visual angle means that some items will not be
foveated in a visual sweep and will need to be examined with additional
sweeps. Once the layout is searched, the search starts again at the beginning.

The strategy randomly selects the first fixation location from a set of candi-
date items, and selects subsequent fixation locations from a variety of dis-
tances below the current item. The PPS production rules for the strategy are
listed in Appendix A1.

The noisy systematic strategy integrates both local and global program-
ming of eye movements. It is local in that the parameters for the next saccade
are programmed based on decisions made during the current fixation. It is
global in that the only alternatives that are considered are those that are part
of the structure of the layout and the task at hand, which do not change during
the task execution. This interleaving is consistent with integrated theories of
local and global search, such as Cohen’s (1981) hypothesis that people use
schemata that are influenced by perceptual features.

202 HORNOF

Figure 10. Unlabeled layout search times predicted by the systematic search model when an av-
erage of 2.5 items are considered with each fixation. The predictions for the four different layout
sizes are superimposed. This is perhaps the optimal search strategy for an unlabeled layout. The
model explains the data for the one-group layout (superimposed with the lowest prediction), but
underpredicts the data for the other layouts.

A B C D E F
Target Group

Unlabeled layouts:
Random search strategy
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Thegoodfit is illustrated in theright frameofFigure8.Averagingacrossallposi-
tions in each layout, the AAE is 6% and the RMSE is 157 msec. It appears as if a
purely random search strategy combined with the examination of multiple
items with each fixation does not fully explain how people do the task, but may
be a useful model for a priori predictions of mean layout search times.

Systematic Search

A purely systematic search strategy was examined next. Alongside a purely
random search, this is the other prototypical visual search strategy discussed in
the literature (Lee & MacGregor, 1985). A systematic search should be a good
lower bracket for the observed data. A systematic search strategy examines a
layout inanefficient andregularorder, leavingnothing tochanceandneverex-
amining the same itemtwice.Most featuresnecessary toguide the searchcanbe
extracted directly from the physical representation of the layout.

A top-to-bottom and then left-to-right search order is assumed for the lay-
out, based on (a) the physical structure of the layout, in which the precue ap-
pears above the top left, and items are arranged in three columns with some
distance between the columns; and (b) a post hoc analysis of the observed
data, which shows a strong serial position effect in this search order. Figure 9
shows the search order of the systematic strategy.

A systematic search that insures every object is examined once requires
fixations to be spaced so that the foveal coverage of consecutive fixations does

200 HORNOF

Figure 8. Unlabeled layout search times observed (solid lines) and predicted (dashed lines) by a
random search strategy with two or three items fitting in the fovea with each fixation. Although
the search time is not accurately predicted as a function of the target position (left graph, AAE =
19%), the mean layout search times are accurately predicted (right graph, AAE = 6%). (In both
graphs, the one-group observation is superimposed upon the one-group prediction.)

A B C D E F
Target Group

Unlabeled layouts: A “noisy-systematic” search strategy
Effectively combines random and systematic within a single strategy.  Attempt to make a maximally-efficient foveal 
sweep, but it sometimes overestimates how far the eyes can move still foveate everything, sometimes missing.
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mixed group-label search. Task analysis and the observed search time data
suggest that participants used the group labels when searching the labeled lay-
outs. The search was likely two-tiered: search the group labels first, and then
search within the target group. All three strategies discussed here assume a
two-tiered search.

The bracketing heuristic was again applied to the development of the mod-
els. The purely random search strategy for unlabeled layouts, with the predic-
tions shown in Figure 8, might be considered an extreme upper bracket, pre-

204 HORNOF

Figure 12. Unlabeled layout search times predicted by the noisy systematic search strategy with
the saccade distributions that best explain the data. Initial fixations were distributed among posi-
tions 1, 2, 3, 4, & 5 and subsequent fixations among items 4, 5, 6, & 7 below. The model predicts
the data with an AAE of 6.0%.

Figure 11. EPIC’s visual space during a noisy systematic search of an unlabeled six-group layout.
The target is in Position 22, near the top of the third column. If the fovea had missed the target on
this sweep, it would have picked it up on a subsequent sweep.

The “noisy-systematic” search strategy explains
the reaction time data for unlabeled layouts
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Labeled layouts
Assume that people search the group headings until they find 
the target group, and then search within the target group.
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Random search of 
the group labels

their SHAPE rather than their TEXT. The SHAPE feature arrives in the visual WM
roughly 100 msec before the TEXT feature. Given that there is only one charac-
ter that must be examined in each group label, perhaps the additional TEXT
processing time is not required.

The second speedup was achieved by streamlining or “flattening” the
rules to produce an optimal compilation of production rules, as in Ander-
son (1982). Specifically, the step TARGET-IS-LOCATED-SO-STOP-SCANNING
was combined with the step SCANNING-IS-STOPPED-MOVE-GAZE-AND-
CURSOR-TO-TARGET and the saccade-generating steps were given extra con-

206 HORNOF

Figure 13. Labeled layout search times predicted by a random group-label search strategy
model, with two or three items fitting in the fovea with each fixation. The reduced layout-size ef-
fect is promising, but overall the model explains the data very poorly, with an AAE of 35%.

Figure 14. EPIC’s eye movements during a systematic group-label search of a labeled six-group
layout. First the group labels are searched systematically, then the items within the target group.
The target is in Position 28 near the bottom of the third column.

Mostly systematic 
search of group labels

fit suggests that participants (a) almost always examined the group labels
first, (b) conducted a highly efficient almost-perfect streamlined search, and
(c) usually searched the group labels systematically in the order assumed
here, but sometimes used a slightly different order, perhaps searching from
left to right across the top and then right to left across the bottom. A more
sophisticated model could be developed in which the labels are searched in
such orders within a single strategy, but for now the major claims of the
model are adequately supported by the mixed model, and no further strate-
gies are examined.

208 HORNOF

Figure 15. Labeled layout search times predicted by the streamlined systematic group-label
search strategy model. The model explains the observed data rather well, with an AAE of 7.1%.

Figure 16. Labeled layout search times predicted by the hierarchical mixed-systematic search
strategy. The first-tier search of labels is 75% systematic and 25% random. The second-tier search
within the target group is systematic. The model explains the data very well, with an AAE of
3.6%.

A B C D E F
Target Group

A B C D E F
Target Group

Better predictive tools are needed, and the tools 
need to use cognitive strategies.
The Display Analysis Program (DAP, Tullis 1988) 
did not incorporate cognitive strategies and could 
not explain the data.
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The models were built based on reaction time data 
and subsequently confirmed with eye tracking data.

Unlabeled Layout

32

Labeled Layout

The models were built based on reaction time data 
and subsequently confirmed with eye tracking data.
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The cognitive strategies predicted the characteristics 
of the eye movements at the start of a trial.
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•Optimize architectural constraints.
•Make an initial anticipatory fixation.
•Respond to the onset of the layout.
• Examine more than one item with each fixation.
• Stop when the target appears in visual WM.

Cognitive strategies for 
visual search should:

Four Projects Exploring 
Cognitive Strategies for...
1. Visual search of pull-down menus.
2. Visual search of hierarchical displays.
3. Multimodal multitasking.
4. Individualized strategies for multitasking.

35

3. Multimodal multitasking

Scientific goal: Develop a rigorous, 
accurate, reusable theory of the cognitive 
strategies and information processing 
involved in multitasking.

36
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Practical Goal: Predict Human Performance
Present emergency workers with multimodal devices 

that support secondary tasks while personnel are 
engaged in other life-critical primary tasks.
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Multimodal Dual Task
Tactical Classification Task

Tracking Task

A version of the task developed by Ballas et al. 
(1992) at the Naval Research Laboratory (NRL).

Two experimental conditions:
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When sound is on, an alarm indicates the color change 
that signals that a blip is ready to classify.

2. Sound on or off

1. Peripheral visible or not
With peripheral visible, the contents of both displays 
are visible all the time.

With peripheral is not visible, only the blips on the 
display that you are currently looking at.  Simulates 
two displays far apart.

Peripherally visible, Sound off

40



Peripheral not visible, Sound on

41

The eye movement data reveal 
many aspects of multitasking

42

The time preceding eye 
movements across the 
lifetime of a blip after it 
becomes ready to 
classify.

“Tracking to Keypress” 
is the how long the 
eyes are back on the 
tracking display before 
a blip is keyed in.

Movements to Classify a Blip
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1. Independent Subtask Strategy

2. Independent Eye and Hand Strategy
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Two strategies will be presented

Independent Subtask Strategy
Enforces mutual exclusion between the two subtasks.
Strict serial processing of each subtask.
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Do dual task

Determine if a blip 
is ready to classify

If a blip is ready to 
classify, do tactical.

If no blips are ready to 
classify, do tracking.

Check for auditory 
alarm or visible 
change in blip.

Select blip
to classify

Look at
blip

Get blip
features

Key-in
response

Move eyes 
to tracking 
cursor

If tracking 
cursor is not 
green, move 
joystick.

If no peripheral 
visibility or sound, and 
time has passed, 
move eyes to tactical.
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• Predicts reaction times (AAE 5%)
 
 

Independent Subtask Strategy
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Movements to Classify a Blip
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• Predicts reaction times (AAE 5%)
but not eye movements (AAE 91%)
or tracking error (AAE 44%)

Independent Subtask Strategy

Independent Eye and Hand Strategy

• Maximizes human 
parallel processing 
that is built into the 
EPIC cognitive 
architecture.

• Ocular motor and 
manual motor 
processing run 
independently.

• State transition 
diagram summarizes 
the strategy.
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Task
switching

Subtask
delegationKey:

Tracking

Ocular Motor

Resume after the active
blip's features are encoded.

Interrupt when a blip
becomes active.

Look
at blip

Classification

Look at
tracking
target

Manual Motor

Perceptual
information

Tracking Classification

move
joystick

keypress

Interrupt when a blip
is ready to be keyed in.

Resume when the
blip is classified.

blip 
featurestracking 

cursor color
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Predicts reaction times (AAE 7%)
and eye movements (AAE 10%)
and tracking error (AAE 14%)

Independent Eye and Hand Strategy



Cognitive strategies 
in multitasking

• Skilled multitasking may involve running the ocular-motor 
and manual-motor processes independently and in parallel.
• There may not be independent strategies or mechanisms 

that actively coordinate between two task strategies

• Eye movement data can help reveal the strategic 
interleaving of perceptual and motor processes in a time-
critical dual task.

49

(as in Kieras, Ballas, & Meyer, 2001; Salvucci and Taatgen, 2008).

Four Projects Exploring 
Cognitive Strategies for...
1. Visual search of pull-down menus.
2. Visual search of hierarchical displays.
3. Multimodal multitasking.
4. Individualized strategies for multitasking.

50

4. Individualized cognitive 
strategies for multitasking

Now we look for individual differences in the 
cognitive strategies that participants used in 
the multimodal dual task.

51

All participants 
use this overall 

strategy.
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Task
switching

Subtask
delegationKey:

Tracking

Ocular Motor

Resume after the active
blip's features are encoded.

Interrupt when a blip
becomes active.

Look
at blip

Classification

Look at
tracking
target

Manual Motor

Perceptual
information

Tracking Classification

move
joystick

keypress

Interrupt when a blip
is ready to be keyed in.

Resume when the
blip is classified.

blip 
featurestracking 

cursor color

But what, for example, 
are the subtle 
differences in how 
individuals decide how 
and when to make 
these transitions.

Yunfeng Zhang’s 
2015 dissertation 
work.  Now at 
IBM TJ Watson.



Most blips were classified with 
two to three eye movements

53

1. Eyes to radar
2. Eyes to

target

3. Eyes to tracking

Radar Classification Display
Tracking Display

Pre-radar

Post-radar

Blip
search
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1. Tracking-to-Radar-Priority. When to 
move the eyes to the radar display after 
knowing a blip change color.

Immediate-Eyes-to-Blip (IEB). Move 
immediately.

Track-then-Eyes-to-Blip (TEB). Tracking 
until the cursor is green.

2. Tracking-to-Radar-Sound. When to 
move the eyes to the radar display after an 
auditory cue.

Eyes-to-All-Sounds (EAS). Move for all 
sounds.

Eyes-to-Color-change-Sounds (ECS). 
Move only for color-change sounds.

3. Tracking-to-Radar-Location. In the 
peripheral-not-visible conditions, where 

to put the eyes in the radar display when 
switching to the classification task.

Look-Window-Center (LWC). Go to 
center.

Look-prior-Blip-Location (LBL). Go to a 
black blip recalled from a previous visit.

4. Radar-to-Tracking-Priority. What to do 
with the hands after the model acquired the 
visual features of a yellow blip.

Keypad-Then-Joystick (KTJ). Always 
key-in the classification response before 
doing any tracking.

Keypad-If-Green (KIG). If the tracking 
cursor is not green, do some tracking 
until it is green, and then key in.

Joystick-Then-Keypad (JTK). Always do 
some tracking before keying in the 
classification response.

Four Strategy Dimensions

Explored all possible paths through the master 
strategy.
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T-R-Priority

IEB

TEB

T-R-Sound

EAS

ECS

T-R-Location

LWC

LBL

R-T-Priority

KTJ

JTK

KIG

Ran the strategies 
through a Parallelized 
Cognitive Modeling 
System

Two key components:
• Model Spawner: 

Automatic model 
generation.

• Job Scheduler: Parallel 
model execution.
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Input/Output

Parameter Space
Parameter X: 
Range from 100 to 
1200 ms, sampled at 
every 100

Parameter Y: 
...

Strategy Space

Dimension A: 
Strategy A1
Strategy A2

Dimension B: 
...

Model Spawner

Basic Model
Parameter X=?
Strategy A=?
...

Model 1
X=100
Use strategy A1
...

Model 2
X=200
Use strategy A1
...

Model n
X=1200
Use strategy A2
...

...

Job Scheduler

EPICModel n CPU 
Core+

Submit 
to cluster

The Cluster

EPICModel 2 CPU 
Core+

EPICModel 1 CPU 
Core+

...

Key: ProgramFile Assign



The system 
initially produces 
a cloud of 
predictions 
smaller than the 
cloud of 
individualized 
performance 
data.

Used EPIC’s 
default encoding 
time parameters.
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And so the model parameters are calibrated 
to individual data.  P04, the worst performer.
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P04 P04

P04 P04

Human:

Model:

After the model’s parameters are calibrated for P04’s encoding time 
for text and speed-and-direction, and keystroke execution time.
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And so the model parameters are calibrated 
to individual data.  P06, the best performer.
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After the model’s parameters are calibrated for P06’s encoding time 
for text and speed-and-direction, and keystroke execution time.

59

P06 P06

P06 P06Human:

Model:
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Encode 
Blip

Select 
Response

Key-in 
ResponseTrackingTracking Find BlipNotice blip 

change color
Classification

Stages

R-T-PriorityHostility 
Encoding 
Time (HET)

T-R-PriorityT-R-Sound T-R-Location

Eyes on Tracking Eyes on Radar Eyes on Tracking

Time

Strategic Dimension 
and Free Parameter

To figure out which substrategy each participant 
is using, it is determined which strategic 
dimension contributes to each time period in the 
eye movement data.
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Encode 
Blip

Select 
Response

Key-in 
ResponseTracking

T-R-PriorityT-R-Sound T-R-Location R-T-PriorityHostility 
Encoding 
Time (HET)

Pre-radar Blip
search Post-radar

Tracking Find BlipNotice blip 
change color

Eyes on Tracking Eyes on Radar Eyes on Tracking

Measures

Classification
Stages

Strategy and 
Free Paramter

Time

The tracking-to-radar-sound and tracking-to-radar-
priority strategic dimension contribute to eyes-on-
tracking time.

Compare the prediction to the observed within 
that one period in the eye movement data
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ECSEAS
IEB
TEB

Model:

Human:
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For the Tracking-to-Radar-Sound dimension, Eyes-to-
Color-change-Sounds (triangles) fits the sound-on 
peripheral-not-visible condition best.

Sound: On Off On 
Peripheral Visible: No Yes Yes

Continue this process for each strategic dimension to 
determine the individualized strategy for each participant
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interact

Top performers make some strategic decisions that are different from the bottom performers.
Sheet1

Page 1

Participants
Strategy Dimensions RMSD

P06 IEB EAS LBL KTJ 100 304 189 1.61

P20 TEB ECS LBL KIG 600 503 601 0.72

P07 IEB ECS LBL KIG 200 279 469 1.96

P11 TEB ECS LBL JTK 600 427 528 2.34

P17
TEB ECS LBL KIG 800 285 425 1.57

IEB ECS LBL KIG 800 349 441 1.76

P10
TEB ECS LBL JTK 200 313 380 0.62

TEB ECS LBL KIG 900 415 422 0.77

P09 TEB ECS LBL JTK 1000 474 622 1.57

P12 IEB ECS LBL KIG 600 212 318 1.26

P16 TEB ECS LBL JTK 1600 437 679 0.89

P04 TEB ECS LBL JTK 1100 335 506 1.37
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Individualized cognitive 
strategies for multitasking

• Multitasking requires microstrategy selection, 
coordination, and execution.

• Individualized multitasking performance can be 
explained by individualized substrategy selection.

• Multitasking is a skill, but not a general skill.  It is a 
skill that needs to be learned by each individual 
person, for each pair of tasks.
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Once you think in terms of cognitive 
strategies, you think differently about 

interface design

When you design an interface, you are 
designing a cognitive strategy.
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I have the students in my user interface 
classes think about interfaces in terms of 
cognitive strategies.

"Main" menu
is active

Start

"Entering 
Main Menu"

Main Menu: 
"Set Day"
is highlighted

"Set Day"

Main Menu: 
"Set Hour" is 
highlighted

"Set Hour"

A

B

Main Menu: 
"Set Minute"
is highlighted

"Set Minute"

A

B

"Set Day"
menu is
active.

"Entering 'Set Day' menu.  Current setting is <current setting>"

Day of week 
menu item 
Sunday is 
highlighted
"Sunday"

A

B

A

B

Day of week 
menu item 
Monday is
highlighted
"Monday"

Day of week 
menu item 
Tuesday is
highlighted
"Tuesday"

...

...

Note: The "Set Hour" and "Set Minute" states are identical 
to "Set Day", but of course with 24 hours and 60 minutes.

"You selected <selected day>"
C

A. Hornof  
11-4-2015

Simple User 
Interaction State 
Transition 
Diagram for a 
Pushbutton 
Auditory clock

Name of the state

Text displayed 
auditorily when 
entering state

Transition 
caused by 
pressing the 
"Left" key

Transition 
caused by 
pressing the 
"Select" key

Key to this diagram

"Text displayed 
auditorily when 
making a 
transition."

Select (Space)

Key Mappings

Left 
(J)

Right 
(K)

Transition 
caused by 
pressing the 
"Right" key

Main Menu: 
"Exit Program" 
is highlighted

"Exit Program"

End

C

"Exiting 
Program"

The compactness 
of the instructions 
relate to the 
compactness of 
the cognitive 
strategy, and 
ease of use.
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Students 
specify a 
user 
interface 
as a state 
transition 
diagram.

Cognitive strategies could have helped to predict 
the customer complaints after a recent software 
update.  The new version requires more eye and 
hand movements to do the same tasks.
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OmniFocus Version 1                                          OmniFocus Version 2

Visual search is best characterized as cognitive 
strategies moving the eyes to optimize the availability 

of the visual features that are needed to do a task.

An obsession with “covert shifts of attention” has 
held back the study of visual search for decades.

68

“Because eye movements are always directed by 
the active cognitive process, an explanation of the 
eye movements must rely on an understanding of 
the controlling cognitive strategy.” Russo (1978)
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Eccentricity (in degrees of visual angle)

Color
Size

Shape
EPIC’s new 
availability 
functions will 
replace its 
fixed-diameter 
foveal regions. 

Visual search is best characterized as cognitive 
strategies moving the eyes to optimize the availability 

of the visual features that are needed to do a task.

There is little or no 
evidence that, when the 
eyes are permitted to 
move freely, covert visual 
attention moves 
independently of the eyes 
in a visual search task.
Findlay & Gilchrist (2003)

70Findlay & Gilchrist (2003)

Visual search is best characterized as cognitive 
strategies moving the eyes to optimize the availability 

of the visual features that are needed to do a task.

Future Work: Semi-automated cognitive strategy generation
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1.1.1 - Visually 
locate target 
and cursor.

MV2 H1 H2A V1 M

Plan 1:  Do subtask 1.  
If required after subtask 
1, do subtask 2.  Loop.

Plan 1.1:  Do each 
subtask, in order.

Plan 0:  Time-share 
between subtasks 1 and 2.

MV2 H1 H2A V1

V1

H1

MV2 H1 H2A
MV2

H2

A V1MV2 H1 H2A V1

Plan 2:  Hold on subtask 1 until one or more 
blips are ready to be classified.  Then, until all 
blips are classified, loop through subtasks 2 
and 3.  Then, go back to holding on subtask 1.

V1

M AH2V2 H1 H2A V1 MV2

H1 H2

V1

MV2

H1

A V1

MV2 H1

H2

A

V1 MV2 H1 H2A

Peripheral visible, Sound on or offV2 M H1 H2A V1

A MV2 H1 H2V1 Peripheral not visible, Sound on

1. Do tracking task.

1.1 - Determine if 
target is currently 
being accurately 
tracked.

1.2 - Adjust 
tracking cursor.

1.1.2 - Visually 
examine target 
and cursor.

1.2.1 - Determine 
error between the 
target and cursor.

1.2.2 - Determine 
manual movement 
needed to reduce 
error.

1.2.3 - Execute 
manual 
movement.

0. Do NRL dual task.

2. Do tactical task.

2.2 - Select a blip 
to be classified.

2.3 - Classify 
the blip.

2.1 - Determine 
that one or more 
blips are ready 
to be classified.

2.3.1
Get visual 
features 
needed to 
classify blip.

2.3.2
Determine 
blip's 
classification.

2.3.3
Key-in 
response.

2.3.4
Confirm
correct 
response.

Task Condition

Plan 2.3:  Do each subtask, in order.

Plan 1.2: Do each subtask, in order.
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2.3.2

Determine
classification.

Examine target 
and cursor.

1.2.1

2.3.3

1.1.1 1.1.2

Determ. 
error.

2.3.1

2.3.2

2.2
Blip 1

1.2.1

Waiting for blip.

Select 
blip.

Determine 
cursor error
and mvmt. 
needed.

Adjust 
cursor.

2.2
Tactical

2.1

1.2.3

2.3.3

2.3.4

Confirm 
response.

2.3.1

2.3.2

Determi.
classific.

Blip 2
Determine
classification.

Select Blip 2.
Get features.

Key-in
response.

Tracking

Overlap 1.  The hands key-in 
a tactical task response after 
the eyes move to tracking.

Overlap 2.  After an auditory 
signal is received, a little more 
tracking is completed, and 
then a switch to the tactical.

Overlap 3.  Two blips are 
classified in an overlapped, 
"pipelined" manner.

Key-in 
response.

V2

H1

H2

A

V1

M

Hands 
with Eyes

Audition

Peripheral
Vision

Foveal 
Vision

Memory
Retrieval

2.3.1

Tactical

Hands 
Eyes-Free

Overlapped
processing

Get blip 
features.

time

Tracking

1.2.2

Overlapped
processing

Overlapped
processing

Get Blip 1 
features.



Cognitive strategy are important for understanding and 
predicting aspects of human-computer interaction

• To deny the importance of cognitive strategies in such a 
model would seem to lead to a slippery slope back to 
behaviorism.
• And yet, cognitive strategies are not included in most 

HCI models of menu search. (Sears 1994; Findlater 
2004; Cockburn 2009).  Most models are regression fits 
of specific sets of data.
• To arrive at a useful engineering model, I believe we 

need to unpack the regression functions and identify 
the architectural and strategic components that 
generate the data.
• Cognitive strategies are a critical component of 

computational cognitive models of HCI tasks.
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