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How the Eyes Move
The eyes move with saccades, or 
quick ballistic jumps (~30 ms).

Between saccades, the gaze is 
stationary (with a slight tremor) for 
fixations that last 100 to 400 ms.

An eye tracker reports the position.
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EyeMusic
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What are the current postal rates?



Human-Computer Interaction (HCI) 
needs better predictive theories

“Perhaps the most often-cited deficiency of 
HCI to date has been a lack of effective 
models and theories, which could predict a 
priori how well a proposed system will work 
before it is actually implemented and, more 
generally, inform future research efforts.”

From the 2004 NSF Solicitation for the HCI program:



How will people find the rates?

(An artist’s rendition)
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Cognitive modeling of visual search
• Two main goals:

1. Explain user behavior (post hoc).
2. Predict user behavior (a priori).

• Simulate perceptual-motor processes and cognitive strategies.
• A generic cognitive architecture for visual search:
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Cognitive task strategies are sometimes clear, sometimes fuzzy.
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How are the Mets baseball team doing?
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Searching Unlabeled versus Labeled Groups
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Search strategies are encoded as production rules.

  Rules for Unlabeled Search
...
5. Find the target.
FIRST-SACCADE-TO-NAMED-OBJECT-LOCATION
REMOVE-FIRST-SACCADE-LOCATIONS-FROM-WM
CREATE-COLLECTION-OF-POSSIBLE-NEXT-SWEEP-
ITEMS—FIRST-FIXATION-LOCATION

CREATE-COLLECTION-OF-POSSIBLE-
  NEXT-SWEEP-ITEMS
SACCADE-TO-RANDOMLY-CHOSEN-NEXT-
  SWEEP-OBJECT
REMOVE-ALL-NEXT-SWEEP-ITEMS-FROM-WM
6. Click on the target.
TARGET-IS-LOCATED-SO-STOP-SCANNING-AND-
MOVE-GAZE-AND-CURSOR-TO-TARGET

PREPARE-TO-PUNCH-MOUSE-BUTTON-ON-TARGET
PUNCH-MOUSE-BUTTON-ON-TARGET
...

  Rules for Labeled Search
...
5a. Search the group labels for the target group.
FIRST-SACCADE-TO-GROUP-LABEL-LOCATION
IDENTIFY-THE-FIRST-CURRENT-GAZE-ITEM
SACCADE-TO-THE-NEXT-GROUP-LABEL-IN-ORDER
TARGET-GROUP-IS-FOUND
5b. Find the target with a systematic search in the group.
START-SYSTEMATIC-SEARCH-IN-TARGET-GROUP
SACCADE-TO-NEXT-SWEEP-ITEM-DOWN-IN-
TARGET-GROUP

TARGET-IS-LOCATED-SO-STOP-SCANNING
6. Click on the target.
SCANNING-IS-STOPPED-MOVE-GAZE-AND-CURSOR-
TO-TARGET

PREPARE-TO-PUNCH-MOUSE-BUTTON-ON-TARGET
PUNCH-MOUSE-BUTTON-ON-TARGET
...
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The EPIC Cognitive Architecture

• Kieras and 
Meyer (1995).

• Executive 
Process-
Interactive 
Control.

• A framework 
for building 
computational 
models.
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Reaction Time Data Explained Post Hoc

Unlabeled Groups
Noisy-systematic search 
strategy

Labeled Groups
Two-tiered search 
strategy
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We developed VizFix—a tool for visualizing 
and analyzing eye movement patterns

20
Analyzed thousands of trials of eye movement data.  (Time consuming; tedious.)
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Eye Movement Data Explained A Priori
Unlabeled Groups Labeled Groups

M
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Cognitive models built based on the reaction time data predict eye 
movement patterns observed in humans.  We are moving closer to 
accurate a priori predictions of real-world human search behavior.
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• Run experiments that are 50% cognitive 
psychology, and 50% real-world tasks.

• Build a library of strategies for different 
tasks and user profiles.

• Validate each strategy with eye tracking.
• Combine them all into a predictive theory at 

the core of a designer’s tool.
• Validate the tool.

Cognitive Modeling and Eye Tracking of 
Human-Computer Visual Interaction Tasks
Research goals include:
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Real-world mixed density and color search

2
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The Effects of Local Density: 
Experimental Task

• Two types of groups: dense and sparse
• Layouts: 6 sparse groups, 6 dense groups, mixed groups
• Each item equally likely to be the target
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Results per Trial
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• Search time and fixations 
per trial correlate with 
number of items.

• Mean fixation duration 
goes up with density.
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Sparse Groups Visited First
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Mid-Trial Strategy Shift
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Modeling the general patterns of 
behavior in mixed-density search

• Account for the fundamental search behavior first, 
strategy shifts later.

• Previous work showed that a random search strategy 
with 2 to 3 items per fixation is a good first 
approximation for predicting mean layout search time. 

• Such a strategy benefits for a priori engineering 
models, such as each object need be encoded with 
only one directly-extractable feature–its location.
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Base Model: Random Search
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• Purely random search
• Keep moving the eyes
• All perceptual properties 

set to EPIC’s defaults
• Only explains Sparse.
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Refined Strategy: “Wait-for-TEXT”
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“Wait-for-TEXT” Model
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• Perceptual encoding time 
related to density.

• Explains fixation duration.
• Other measures don’t 

improve overall.
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Reduced Text Availability Model
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• Sparse: 90% chance of 
getting TEXT in fovea

• Dense: 50% chance
• Explains all of this data
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Lessons Learned for Predictive Modeling
• Evidence that visual a WM limit of 2 to 4 items persists 

in each fixation in a series of rapid visual fixations during 
visual search.

• Some measure of density is needed.
• Scan paths are hard to predict, but we can perhaps 

predict some types of groups will be searched first.

eye movement 
processor

perceptual
processing
 - foveal
 - peripheraleye

muscles

sensory
info

pattern matching
 - object features
 - visual structure 

semantic processing

semantic memory
 - LSA

visual
search
engine

visual search strategies
 - expert vs. novice
 - hierarchical vs.

nonhierarchal
 - purely random



35

• Target is always blue
• Red distractors or blank 

spaces
• 1, 10, 20, 30 blue words
• Procedure:

1. Study target.
2. Click on precue.
3. Find target.
4. Click on target.

The Effects of Text Color:
Experimental Task
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Results per Trial
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• Faster with fewer blue.
• Faster without red.
• Can almost perfectly 

confine search to the 
blue.
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Lessons Learned for Predictive Modeling

• Powerful color effects persist in text search.
• Current work is refining specific parameter sets to use 

for predictive modeling for searching colored text.
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• Everyone hates them.
• Some HCI researchers believe people 

have “banner blindness,” that people 
basically just ignore banner ads.

• It’s actually worse than that.

The Effect of Flashing Banner Ads 
on Visual Search
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• Participants were asked afterwards (not in 
instructions earlier) ‘Did you see this ad?’

• People cannot remember what they saw.
• A hit rate of only 20% and a false alarm 

rate of 20%.  Perfect performance would 
have been 100% and 0%, respectively.

• Recognition for the static banners was 
better than for animated banners.

• Yes, people are sort of blind, but...

Recognition Memory
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The ads do slow you down.

• Yes, people do not remember the ads.
• But people are not blind to the distracting effects. The 

ads do significantly interfere with a primary visual task.
• Eye movement data will be analyzed to help figure out 

the best way to model this phenomenon.
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Semantic Search: Where would you click to learn about a major in Biology?

We asked participants where they would click given 45 webpage-goal combinations.



A “high clustering” web page
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Can semantic systems predict the human responses?
Somewhat.  We tried three: PMI-IR, LSA, and WordNet.
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Next question: How does semantic content 
affect search patterns and strategies?

Are there a disproportionate number of 
gaze revisits and dwell time on the links 
with highest semantic similarity?

If so, this would have implications for 
predictive modeling—the eyes should 
spend more time on goal-related links.
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More Questions: How do we integrate the models?

1. How can theories about how people do a class of tasks 
(such as visual search) be integrated with each other?
2. How can they be integrated into a comprehensive 
theory of human information processing?
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What are the current postal rates?
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Drawing with the Eyes
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