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Modeling physical 

activity propagation, 

such as physical 

exercise level and 

intensity, is the key 

to preventing the 

conduct that can lead 

to obesity; it can also 

help spread wellness 

behavior in a social 

network.

week.2 However, less than 50 percent of 
the adult population meets these standards 
in most industrialized countries.1,3 There-
fore, finding effective intervention strate-
gies to propagate physical activity is a core 
challenge.

The Internet is an important source of 
health information and could thus be an ap-
propriate delivery mechanism.4 Since 2000, 
a wide range of studies evaluating Internet-
delivered health interventions has reported 
positive behavioral outcomes.5,6 In particu-
lar, the widespread popularity of online so-
cial networks holds promise for wide-scale 
promotion of physical act ivity behav-
ior changes. In addition, recent advances in 
mobile technology provide new opportuni-
ties to support healthy behaviors through  

lifestyle monitoring and online communi-
ties. Utilizing these technologies, we con-
ducted a project in 2011 called YesiWell in 
collaboration with PeaceHealth Labora-
tories, SK Telecom Americas, and the Uni-
versity of Oregon to record daily physical 
activities, social activities (text messages, 
social games, competitions, and so on), bio-
markers, and biometric measures (choles-
terol, triglycerides, body mass index [BMI], 
and so on) for a group of 254 individuals. 
The users enrolled in an online social net-
work application, allowing them to become 
friends and communicate with each other, 
and they carried mobile devices that re-
ported their physical activities.

Our goal in this article is to further this 
work and understand the dynamics of  

Regular physical activity reduces the risk of developing cardiovascular 

disease, diabetes, obesity, osteoporosis, some cancers, and other chronic 

conditions.1 Public health gold standards recommend that adults participate in 

at least 30 minutes of moderate-intensity physical activity five or more days per 
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physical activity propagation via so-
cial communication channels at both 
the individual and community levels. 
More concretely, we aim to evaluate 
the probability of physical activity 
propagations for every social com-
munication edge and devise a graph 
summarization paradigm to analyze 
physical activity propagation and 
social influence. We want to find an 
abstraction of the propagation pro-
cess that provides data analysts with 
a compact, yet meaningful, view of 
patterns of influence and activity dif-
fusion over health social networks.

To achieve this goal, we were in-
spired by the well-known Inde-
pendent Cascade (IC) model,7 the 
Community-level Social Influence 
(CSI) model,8 and the Physical Ac-
tivity Propagation (CPP)9 model (see 
the sidebar for “Related Work in On-
line Social Networks”). In this ar-
ticle, we extend our previous work 
by taking into account the content 
of social communication instead of 

a binary status (message sent or not 
sent) between two users. A message 
could belong to different topics and 
have different correlations with indi-
viduals’ social influences. To address 
this issue, we propose combining the 
number of messages, their topics, and 
the effects of individuals into a hier-
archical clustering algorithm to infer 
the probability of physical activity 
propagations at different granulari-
ties. Regarding our discovered struc-
ture, a community is identified by 
a set of communicated nodes that 
share a similar physical activity influ-
ence tendency over nodes belonging  
to other communities. Our ap-
proach, the Topic-aware Community- 
level Physical Activity Propagation 
(TaCPP) model, is designed to cap-
ture the social influences of mes-
sages in the YesiWell study. To clarify 
the effect of activity propagation on 
health outcome, we analyze the cor-
relation between detected communi-
ties and health outcome measures10 

through a comprehensive experiment 
on the YesiWell social network.

TaCPP Model
To understand how our model works, 
we first need to explain how to iden-
tify a single trace when user v influ-
ences another user u by sending a 
message. Assume that at time t, user v 
sends message m to user u; given a ∆t, 
v is considered to activate u at time t 
if the total number of (walking and 
running) steps of u in [t, t + ∆t] is 
larger than or equal to the total num-
ber of steps of u in the past period  
[t − ∆t, t]. Normally, the influence 
can be further propagated if u suc-
cessfully activates other users at 
the next time stamp (that is, t + 1),7  
but the process in health social net-
works is usually slower than that. 
Following other research,8,9 we cir-
cumvent this problem by using time 
window w to define a single trace as 
follows: given a chain of users a =  
{U1, …, Un} such that Ui is a set of users,  

Since 2000, more than 15 studies1 have evaluated  
website-delivered intervention to improve physical ac-
tivity, a little over half of which reported positive be-

havioral outcomes. However, the intervention effects were 
short-lived, and there was limited evidence of maintenance 
of physical activity changes.

In recent years, social influence and the phenomenon of 
influence-driven propagations in social networks have re-
ceived considerable attention. One of the key issues in this 
area is to identify a set of influential users in a given so-
cial network. Domingos and Richardson2 approach the 
problem with Markov random fields, whereas Kempe and 
colleagues3 frame influence maximization as a discrete opti-
mization problem. Another line of study focuses on learning 
the influence probabilities on every edge of a social net-
work, given an observed log of propagations over it.4

Many tasks in machine learning and data mining involve 
finding simple and interpretable models that, nonetheless, 
provide a good fit to observed data. In graph summariza-
tion, the objective is to provide a coarse representation of 
a graph for further analysis. Tian and colleagues5 consider 
algorithms to build graph summaries based on node attri-
butes, whereas Navlakha and colleagues6 use the minimum 
description length principle7 to find good structural sum-
maries of graphs. Mehmood and colleagues8 introduce a hi-
erarchical approach to summarize patterns of influence in 

a network by detecting communities and their reciprocal  
influence strength.
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U1 ∩ U2 ∩ … ∩ Un = ∅; a is called 
a single trace if ∀i ∈ [1, n - 1], and 
∀u ∈ Ui+1 is activated by some user u′ 
∈ Ui such that ta(u) ∈ [ta(u′), ta(u′) + 
w], where ta(u) is the activation time 
of u in a. In real cases, U1 can be a 
user instead of a set of users.

Let G = (V, E) denote a directed 
network, where V is the set of verti-
ces and E ⊆ V × V denotes a set of 
directed arcs. Each arc (v, u) ∈ E rep-
resents an influence relationship (that 
is, v is a potential influencer for u) and 
is associated with a probability p(v, u), 
which represents the strength of such 
influence in relationships. Let D =  
{a1, …, ar} denote a log of observed 
propagation traces over G. We as-
sume that each propagation trace in 
D is initiated by a special node W ∉ 
V, which models a source of influence 
that is external to the network. More 
specifically, we have ta(W) < t(v) for 
each a ∈ D and v ∈ V. Time unfolds in 
discrete steps. At time t = 0, all verti-
ces in V are inactive, and W makes an 
attempt to activate every vertex v ∈ V, 
succeeding with probability p(W, v).  
At subsequent time steps, when node 
v becomes active, it makes one at-
tempt at influencing each inactive 
neighbor u, which receives a message 
from v with probability p(v, u). Multi-
ple nodes can try to independently ac-
tivate the same node at the same time.

We start by introducing the like-
lihood of a single trace a when ex-
pressed as a function of single-edge 
probability, which is useful for defin-
ing the problem that we tackle in this 
article. Let Ia,u be the set of user u’s 
neighbors that potentially influence 
u’s activation in trace a:
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Similarly, we define the set of us-
ers u’s neighbors, who clearly failed 

in influencing u’s activation in  
trace a:
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Let p: V × V → [0, 1] denote a func-
tion that maps every pair of nodes to a 
probability. The log likelihood of the 
traces in D given p can be defined as

log logL D p L p
D

( | ) .( )=
∈
∑

α
α � (3)

Each v I u∈ +
α , , where v succeeds in 

activating u on the considered trace a 
with probability p(v, u) and fails with 
probability 1 - p(v, u). Message con-
tent is crucial to understanding users’ 
physical activities. Given a set of top-
ics K, each message could be related 
to a topic k ∈ K. In time window w, 
user v can send m messages in topic 
k to another user u, denoted mk,v,u. 
Following other work,8,9 we define 
ga,v,u,k as user responsibility, which 
represents the probability that in 
trace a, the activation of u was due to 
v’s successful activation trial on topic 
k. The traces are assumed to be inde-
pendent and identically distributed 
(i.i.d.). By using ga,v,u,k, we can define 
the likelihood of the observed propa-
gation as follows:
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where Z(a, v, u) is a normalization 
function that can be defined as

 Z v u m
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To shift the influence strength estima-
tion from node-to-node to community- 
to-community in the TaCPP model, 
we use a hierarchical decomposition 
H of the network G. In detail, H is 
a tree with network G as root r, the 
nodes in V as leaves, and an arbi-
trary number of internal nodes (that 
is, between root r and leaves u ∈ V). 
A cut h of H is a set of edges of H, so 
that for every v ∈ V, one and only one 
edge e ∈ h belongs to the path from 
root r to v. Therefore, by removing all 
edges in h from H, we disconnect ev-
ery v ∈ V from r.

Let CH denote the set of all possible 
cuts of H. Each h ∈ CH results in a 
partition Ph of network G, so that all 
vertices in V that are below the same 
edge e ∈ h in H belong to the same 
cluster ce ⊆ V. Let c(u) denote the 
cluster to which node u ∈ V belongs 
to partition Ph. In the TaCPP model, 
all vertices that belong to the same 
cluster are assumed to have identical 
influence probabilities toward other 
clusters. Given a probability function 
ph h h
 : , .P P× → [ ]0 1  that assigns a 
probability between any two clusters 
of the partition Ph, we define

p v u p c v c uh h,    ,  .( ) = ( ) ( )( ) � (6)

In the next section, we’ll see that 
we can find ph by using an expecta-
tion maximization (EM) algorithm. 
But for the moment, let’s assume 
that ph is induced by h in a deter-
ministic function because our aim 
is to identify our problem in terms 
of finding an optimal cut h* ∈ CH. 
In fact, a straightforward solution 
is the cut at the leaf level of H that 
maximizes the likelihood defined in 
Equations 3 and 4 (that is, the indi-
vidual level). Reducing the number 
of pairwise influence probabilities 
the model uses can only result in 
a lower likelihood, but the model 
complexity can be simplified, which 
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is why we propose using a model  
selection function f that takes into 
account both likelihood and model 
complexity.

Figure 1 illustrates an example of 
the TaCPP model’s input and out-
put. Cut h1 corresponds to the leaf-
level model, where each single node 
of the social graph constitutes a state 
of the model. Essentially, this is the 
maximum likelihood cut that would 
correspond to the idea of a standard 
independent cascade model (that is, 
the individual level).7 Two other cuts 
are also presented, where h2 corre-
sponds to clustering {{A, D, F}, {B, G},  
{E, K}, {M}, {L, N, O}} and cut h3 
results in our model in Figure 1b, 
which is the best option according to 
the model selection function f in this 
example.

Next, we need to formally define 
the model learning problem. Note 
that network G and hierarchy H re-
main fixed. Model complexity is only 
affected by cut h ∈ CH.

Definition 1: TaCPP model learn-
ing. Given network G = (V, E), a 
set of propagation traces D across 
G, a hierarchical partitioning H 
of G, and a model selection func-
tion f, find the optimal cut of H 
defined as

h f L D p h
h C

h
H

* min | , .= ( )( )
∈

arg  � (7)

Intercommunity Influence 
and Model Selection
We propose an EM approach for es-
timating pairwise influence strength 
among node clusters—that is, the 
parameters of the TaCPP model. As 
presented earlier, we assume that the 
clusters in a partition Ph have been 
induced by a cut h of a given hierar-
chical decomposition H of G. How-
ever, the EM method presented in this 
section can be applied to an arbitrary 
disjoint partition of V. Remember that 
c(u) denotes the cluster to which u be-
longs; let C(x) ⊆ V denote the set of 
vertices that belong to cluster x ∈ Ph.

According to the discrete-time inde-
pendent cascade model,7 given a sin-
gle trace a, at least one of user v I u∈ +

α ,  
was successful to deliver physical ac-
tivities to user u independently, but we 
don’t know which one. As discussed 
earlier, through user responsibilities 
ga,v,u,k, we can define the complete 
expectation log likelihood of the ob-
served propagation as follows:
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where ph


old means the probability 
of the previous partition. Assum-
ing that we have an estimate of every 
ga,v,u,k, we can determine the ph that 
maximizes Equation 8 by solving 

∂ 
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0 for all pairs 

of clusters x, y ∈ Ph. This gives the 
following estimate of p x yh

( , ):
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Next, we need to provide an esti-
mate for every ga,v,u,k. We do this 
based on the assumption that the 
probability distributions ga,v,u,k are 
independent of the partition P. In-
deed, if v is believed to influence u 
on topic k in the trace a, this belief 
shouldn’t change for different ways of 
clustering the two nodes. Therefore, 
we estimate ga,v,u,k from the model 
where every u ∈ V belongs to its own 
cluster, which results in simplified es-
timates that only depend on network 
structure. By denoting this model as 

Figure 1. Input and output for the Topic-aware Community-level Physical Activity Propagation (TaCPP) model: (a) input, graph 
G of physical activity propagations (each undirected edge is considered as the corresponding two directed arcs); (b) hierarchy H 
generated by applying hierarchical clustering algorithms on G; and (c) output, a possible detected community structure resulted 
from Figure 1b and corresponding to cut h3. Edge thickness represents the influence’s strength.

ADF

A..O

B..O

BEGK

BG EK LNO

LMNO

h3

h2

h1

ONLMKEGBFDA

A

D B

G
F

M N

K

E

OL

(a) (b) (c)

ADF

BEGK

LMNOΩ



january/february 2016	 www.computer.org/intelligent	 9

p̂o, we obtain the following estima-
tion of ga,v,u,k:
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Our learning method for the TaCPP 
model is as follows:

•	 Apply topic modeling methods11 to 
assign topics to every message m.

•	 Identify all possible traces a ∈ D 
following the definition of single 
trace presented earlier.

•	 Run the EM algorithm without im-
posing a clustering structure to es-
timate ˆ ( , )p v uo  for all arcs (v, u) ∈ E. 
Note that the estimate of ˆ ( , )p v uo  is
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Repeat the two following steps un-
til convergence: one, estimate each 
successful probability ˆ ,po  and two, 
update each influence responsibility 
ga,v,u,k by using Equation 11.

•	 Apply hierarchical clustering on G =  
(V, E) to generate the hierarchy H. 
Each arc (v, u) ∈ E represents an in-
fluence relationship ˆ ( , )p v uo .

•	 After obtaining ga,v,u,k, keep ga,v,u,k 
fixed for different partitions Ph. 
Next, we utilize a heuristic bottom- 
up greedy algorithm to report 
the best solution found as out-
put given the hierarchical decom-
position H. In each iteration, the 
algorithm finds the two best com-
munities to merge and update the 
model so that the selection func-
tion f L D p hh| ,( )( ) in Equation 7 
is minimized.

The probability between two clus-
ters x and y in any partition Ph ,  

denoted p x yh
( , ), is computed accord-

ing to Equation 9. The resulting cut, 
as well as the corresponding parame-
ters, are stored in the set C. Once the 
algorithm reaches H’s root, it evalu-
ates the objective function for every 
cut in C and returns the one with the 
best value. Then, we can construct 
the community-level physical activ-
ity propagation network, such as in  
Figure 1c.

We already presented our learning 
method to maximize the log likeli-
hood L(D|ph) at the individual level 
and gave a partition Ph to minimize 
the selection function f (L D p hh( | ), ) .  
Recall that the log likelihood is max-
imized for the cut h that places ev-
ery node in its own cluster. Thus, 
we need an approach to address the 
tradeoff between model accuracy and 
model complexity. In this work, we 
use the Bayesian Information Crite-
rion (BIC)12 as a selection function f 
in Equation 7. In statistics, the BIC is 
a criterion for model selection among 
a finite set of models:

BIC = −2log L(D|ph) + |h| log(|D|),� (12)

where h is the number of intercommu-
nity influences ˆ ( , )p x yo  that we need 
to estimate, and |D| is the number of 
traces in D Finally, we can evaluate 
different cuts h ∈ CH of the network’s 
hierarchical decomposition.

Evaluating our objective function is 
computationally intensive because it 
involves re-estimating model param-
eters and computing the likelihood of 
D given those parameters. This might 
be too slow to be useful in practice. 
To speed up the algorithm,8 we apply 
the following observation: merging 
two communities x and y, which ex-
hibit exactly the same influence prob-
abilities with all other communities 
z, doesn’t affect the likelihood of D 
at all. In real contexts, such precise 
communities x and y rarely exist, but 

we can still find a merge where x and 
y are as similar as possible. To avoid 
computing the entire objective func-
tion for every possible merge, we find 
the merge that’s the best in terms of  
the following similarity function, which 
respects the above condition:
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The fifth step of our procedure, in 
each iteration, finds the best merge 
using Equation 13 and updates the 
model given this.

Experiments
We used the real-world YesiWell data 
and its corresponding social network 
to empirically validate the effective-
ness of our proposed models. The 
YesiWell dataset, collected from 254 
users, includes personal information, 
a social network, and daily physical 
activities over 10 months from Oc-
tober 2010 to August 2011. The ini-
tial physical activity data, collected 
by a special electronic device worn by 
each user, includes information about 
the number of walking and running 
steps in each 15-minute interval. Be-
cause some users’ daily records are 
missing, we filtered those users whose 
daily physical activity record num-
ber is smaller than 80. In total, we 
ended up with approximately 7 mil-
lion data points of physical exercise 
and 21,205 biomarker and biometric 
measurements. We only considered us-
ers who contributed to social commu-
nication—those who sent or received 
messages to or from other users. Ulti-
mately, we had 123 users with 2,766 
inbox messages for experiments.

Experiment Setting
Our proposed model (www.dropbox.
com/s/3avaoe0hqdbiwnw/TaCPP.
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rar?dl=0) requires input as a hierar-
chical decomposition of the network. 
Following other work,8 we obtain 
this hierarchy by recursively parti-
tioning the underlying network using 
METIS,13 which reportedly provides 
high-quality partitions. We set de-
lay threshold ∆t and time window 
w to a day and a week, respectively. 
Finally, we performed the Latent 
Dirichlet Allocation (LDA)11 model 
on text messages in the YesiWell da-
taset to extract the underlying top-
ics in users’ messages. We found 
four coherent major topics in the 
messages: technique, physical activ-
ity, program-social activity, and an 
overlapping topic called general. Ta-
ble 1 gives more clarification on how 
we distinguish topics via keywords in 
each topic.

Experimental Results
An effective way of summarizing in-
fluence relationships in the network  

is to consider the community-level 
influence propagation network. Fig-
ure 2 shows the networks of physical 
activity propagations detected by the 
TaCPP model for our dataset. Node 
size is the average number of steps for 
all users in a community. Arrowhead 
size is proportional to the probability 
of physical activity influence; we de-
scribe the shapes later. Note that we 
only consider the arcs that have prob-
abilities larger than 0.25, which is 
very interesting because the network 
is almost acyclic, suggesting a clear 
directionality pattern in the flow of 
physical activities. With the models, 
we can categorize the detected com-
munities into three kinds of groups 
based on their influence behavior as 
follows:

•	 Influencer (circle nodes in Figure 2).  
Indeed, these nodes have the stron-
gest influence probability to deliver 
physical activities to other users in 

other communities. In addition,  
they receive almost no physi-
cal activity delivered from other 
communities.

•	 Influenced users (rectangle nodes 
in Figure 2). These nodes are eas-
ily influenced by influencers (cir-
cle nodes) because they receive 
the delivering of physical activity 
with high propagation probabili-
ties. Moreover, the average num-
ber of steps taken by these nodes is 
quite large, even larger than influ-
encer nodes. These influenced users 
sometimes try to deliver physical 
activities to other communities but 
not with a lot of strength.

•	 Noninfluenced users (triangle nodes  
in Figure 2). It’s very hard for these 
nodes to be influenced because they 
receive very small probabilities of 
physical activity propagations from 
other groups. In addition, the aver-
age number of steps of the nonin-
fluenced nodes is small, compared 
with the other mentioned kinds of 
nodes.

Our approach’s effectiveness can 
be validated by exploring the differ-
ences among these three user catego-
ries in terms of behaviors, life styles, 
and health outcomes to explain their 
physical activity propagation behav-
iors. Note that in these next experi-
ments, all users in the same category 
were gathered together, thus we have 
only three groups of users instead  
of the six detected communities in 
Figure 2.

Physical activity record number.  
Figure 3 illustrates the average num-
ber of steps for the three groups over 
time. We can see that the influencer 
group not only has the best average 
BMI value among the groups, but its 
members are also stable in doing exer-
cises day by day (that is, they exhibit 
a good, healthy life style) from the  

Table 1. Topic description keywords of the messages in YesiWell data.

Technical Physical activity General Program-social activity

hpod day weight competition

steps steps don find

today work food weeks

days walking good don

computer walk life program

time week work goals

goal back love david

Figure 2. Detected community structure in YesiWell data. Node size is the average 
number of steps for all users in a community, and arrowhead size is proportional to 
the probability of physical activity influence.
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beginning to the end of the study. This 
clarifies the influencer group’s activ-
ity-delivering role. Regarding the 
influenced user group, its members  
performed fewer physical activities 
at the beginning (middle of Novem-
ber 2010), but after that, they rap-
idly increased their activities, even 
more than the influencer group. In-
terestingly, their activity performance 
stabilized, along with that of the in-
fluencer group, until the end of the 
program. Clearly, it appears that the 
influencer group is successful at deliv-
ering physical activities to the influ-
enced user group.

BMI. Figures 4a and 4b illustrate the 
average and the standard deviation 
of BMI for the three groups. Inter-
estingly, the influencer group had av-
erage and standard deviation of BMI 
significantly lower than the other 
two groups. Because one of the goals 
of participants who enrolled in this 
study was to reduce their BMIs, the 
influencer group could potentially be 
an external motivation, which is one 

reason why the influencer group had 
strong influence probabilities on other 
groups. In addition, in Figure 4b,  
we can recognize that influenced users 
had higher BMIs than noninfluenced  
users in the beginning, but they even-
tually reduced their BMIs to be better 
than noninfluenced users. Meanwhile, 
noninfluenced users had almost the 
highest average and standard devia-
tion of BMI (Figures 4a through 4d). 
Eventually, they had quite similar, or 
even better, BMI values than the influ-
enced user group at the beginning.

Wellness score. Individual measures 
don’t reflect the actual user health sta-
tus, which is a complex combination 
of a user’s life style, biometrics, and 
biomarkers. Our proposed wellness 
score10 is such a metric; Figures 4e  
and 4f illustrate it for the three user 
groups. Clearly, the influencer group 
always had a high wellness score, but 
the influenced user group had a big 
change in its scores. In fact, the in-
fluenced user group had a low score 
at the beginning, but after that, it 

increased its scores to be among 
the highest. Meanwhile, the non-
influenced user group had the lowest 
score, despite a better starting point 
than the influenced user group.

TaCPP versus CPP. Our previous 
CPP model9 could only distinguish 
the influencers in Figure 4a and the 
noninfluenced users in Figure 4e; it’s 
difficult to clarify the behaviors of 
other user categories in this model. 
Fortunately, TaCPP produces a bet-
ter community structure that offers 
a more insightful pattern of user in-
fluences. Indeed, it’s very easy to dis-
criminate the three user categories via 
their behaviors in Figures 4b and 4f,  
compared with the ones in Figures 4a  
and 4e. In addition, the commu-
nities detected by the TaCPP model 
are more consistent than the ones de-
tected by the CPP model. The ranges 
of BMI and wellness score standard 
deviations of the detected communi-
ties are [0.7, 1.7] and [2, 5] for the 
TaCPP model and [1.5, 2.5] and [3, 5]  
in the CPP model.

Figure 3. Average steps for all users in the three kinds of communities: influencer, influenced users, and noninfluenced users. 
(best viewed in color). It appears that the influencer group is successful at delivering physical activities to the influenced user 
group.
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Figure 4. Health outcome measures for the three user categories. (a) Average BMI-CPP model; (b) average BMI-TaCPP model; 
(c) standard deviation of BMI-CPP model; (d) standard deviation of BMI-TaCPP model; (e) average wellness score-CPP model; 
(f) average wellness score-TaCPP model; (g) standard deviation of wellness score-CPP model; and (h) standard deviation of 
wellness score-TaCPP model.
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The CPP and TaCPP models 
have strong correlations with 

health outcomes, which is very mean-
ingful toward designing physical ac-
tivity interventions through health 
social networks. But by incorporat-
ing message topics, the TaCPP model 
reveals a better community structure 
in terms of physical activity propaga-
tion, compared with the CPP model 
in the YesiWell social network.

Our proposed TaCPP model of-
fers a more compact representation 
of propagation networks, and it can 
be easily plotted and exploited to 
understand and detect interesting 
properties in the information flow 
over a network. To clarify the sen-
sitivity of our TaCPP model in topic 
modeling and hierarchical cluster-
ing, we apply different algorithms to 
assign topics to messages and gener-
ate different hierarchies H. Our do-
main experts labeled 2,766 messages 
in our data into 17 different topics: 
encouragement, fitness, follow-up, 
games, competition, personal, study 
protocol, tech, feedback, meetups, 
goal, social network, wellness me-
ter, progress report, heckling, expla-
nation, and invitation. In addition, 
we applied different agglomerative  
hierarchical clustering algorithms 
such as linking methods14 (that is, 
the single, complete, weighted, and 
unweighted average linking meth-
ods), and methods that allow the 
cluster centers to be specified (that is, 
the median method15 or centroid16). 
Our probabilistic inference method 
and all our novel observations 
haven’t been affected by the cluster-
ing algorithms and this manual topic 
labeling. However, manually label-
ing messages by domain experts is 
impractical in real-world applica-
tions. Therefore, to scale the model 
to larger datasets, generative topic 
modeling methods are required. As 
long as we have an appropriate topic 

classification for messages and rea-
sonable hierarchical decompositions, 
our probabilistic inference method 
and the final results won’t be signifi-
cantly affected. 
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