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The Internet	
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Source:	  Internet	  Atlas	  
h3p://internetatlas.org	  
	  

Broad understanding of latency is challenging due 
to Internet’s scale and dynamics.	




Active measurements to the rescue	


•  Understanding latency is (almost) always based 
on ping and/or traceroute measurements	

	

•  Other great problems	

– Outage quantification	


– SLA monitoring	

– Topology inference and modeling	
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Problems with pings and traceroutes	
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Addi<onal	  traffic	  

Coverage	  problem	  

Occasionally	  blocked	  

Management	  difficul<es	  



Time’s forgotten	


•  Why not use logs from NTP servers?	
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Ac<ve	  	  
Measurements	  

NTP	  

Addi<onal	  traffic	  

Management	  difficul<es	  

Occasionally	  blocked	  

Coverage	  problems	  

YES	  

YES	  

YES	  

YES	  

NO	  

NO	  

NO	  

NO	  

We	  are	  relying	  on	  	  
exis<ng	  <me	  sync.	  	  
procedure.	  

Widely	  used	  in	  	  
routers,	  DCs,	  	  
desktops,	  etc.	  

Not	  blocked.	  

No	  coordina<on	  &	  
I/O	  blocking	  issues.	  



NTP Background	


•  Hierarchical organization of time sources	

– Stratum-1, stratum-2, etc.	


•  Clock discipline algorithm	
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Rapid	  polling	  ini<ally	  



NTP Background	
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Decreased	  polling	  aTer	  	  
synchroniza<on	  



NTP Background	


•  Hierarchical organization of time sources	

– Stratum-1, stratum-2, etc.	


•  Clock discipline algorithm	
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Rapid	  polling	  again	  

Local	  
clock	  

driT	  



NTP Background	


•  Hierarchical organization of time sources	

– Stratum-1, stratum-2, etc.	


•  Clock discipline algorithm	

•  Four timestamps are generated due to polling	

– Time when request is sent by the client	


– Time when request is received by the server	

– Time when response is sent by the server	

– Time when response is received by the receiver	
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NTP to the rescue	

•  Goal: Understand basic characteristics of 

Internet latency	

•  Analysis of logs from 10 NTP servers for a day	
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Server	  Loca*on	   Server	  ID	   Server	  Stratum	   IP	  Version	   Total	  
Measurements	  

Total	  Unique	  
Clients	  

Total	  Unique	  
Countries	  

	  
	  
	  

Wisconsin	  

W1	   1	   v4	   13,463	   688	   1	  

W2	   2	   v4	   6,769,429	   1,652,615	   105	  

W3	   2	   v4	   1,947,203	   310,265	   51	  

W4	   2	   v4	   1,967,262	   144,920	   89	  

	  
	  
	  

Utah	  

U1	   1	   v4	   2,463,041	   148,529	   186	  

U2	   2	   v4	   37,719,777	   1,755,583	   218	  

U3	   2	   v6	   13,935,717	   2,462,419	   54	  

U4	   2	   v6	   8,266	   1,814	   2	  

	  
California	  

C1	   1	   V4/v6	   13,561	   127	   1	  

C2	   2	   v4	   9,000,000	   892,069	   169	  



Challenges in using latencies from NTP	


•  Invalid measurements	

– Malformed headers	

– Packet errors	

– Missing timestamps	

– Negative latency	

	


•  Client’s synchronization stage with server?	

– Starting up? Fully synchronized? 	

– No explicit information in the logs	
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Filtering invalid measurements	


•  Two step filtering to remove bad latencies	

– Simple filtering to remove invalid packets	


•  48.86 M (out of 73.83 M) packets filtered leaving us 
with about 25 M packets!	
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Filtering invalid measurements	


•  Two step filtering to remove bad latencies	

– Simple filtering to remove invalid packets	


•  48.86 M (out of 73.83 M) packets filtered leaving us 
with about 25 M packets!	


– Filtering by leveraging polling behaviors	

•  Exhibited by the clock discipline algorithm	


– Monotonically increasing polling values	


– Monotonically decreasing polling values	


– Constant polling values	


–  Varying (non-monotonic) polling values	
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Filtering results	


19	  



Latency characteristics	
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Latency characteristics	


	

	

	

Client latencies	

	

Bottlenecks	
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1999	   2015	  
90%	  of	  clients	  had	  
latencies	  <	  100ms	  

Stratum-‐1	  servers	  were	  
bo3lenecked	  

99%	  of	  clients	  had	  
latencies	  <	  100ms	  

Stratum-‐1	  servers	  are	  
not	  bo3lenecked	  

anymore!	  



Future work	


•  Opens up many new opportunities	

–  Internet monitoring without traceroutes/pings	
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847,374	  hosts	  can	  be	  
monitored	  from	  just	  one	  

NTP	  server!	  

Distribu<on	  of	  clients	  talking	  to	  only	  one	  stratum-‐2	  NTP	  server	  at	  UW-‐Madison	  



Future work	


•  Opens up many new opportunities	

–  Internet monitoring without traceroutes/pings	

– Replicate previous efforts by leveraging NTP logs	


•  E.g., can we find outage characteristics without 
Thunderpings?	
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Backup	
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Research Question	


•  Can we understand latency without pings and 
traceroutes?	

– Can we also extend coverage?	


– Can we also improve accuracy?	
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