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Abstract—Enterprises are adopting multi-cloud strategies, es-
tablishing overlays atop two or more cloud providers (CP)
backbones to connect resources and services, even across conti-
nents. Simultaneously, there is a significant increase in submarine
cable deployments by the CPs to enhance the reliability and
performance of their backbone networks. However, enterprises
face challenges in understanding how these deployments impact
their adoption of multi-cloud strategies. These challenges include
the evolving nature of submarine cable deployments, the high cost
(and resulting paucity) of data collection efforts on multi-cloud
network paths, and a general unawareness of how these deploy-
ments impact multi-cloud network path latencies in practice.

To address this problem, this work presents a third-party
measurement study to corroborate the latency trends/changes
characteristics of multi-cloud network paths with submarine
cable deployments. To this end, we develop a three-step ap-
proach: (1) analyze latency characteristics of multi-cloud paths
by comparing two sets of measurements obtained across three
major CPs, (2) examine the possible root causes of latency
trends by leveraging publicly available data sources on submarine
cable deployments, and (3) validate our findings with submarine
cable operators and providers. Our study reveals several insights
into the impact of submarine cable deployments on multi-cloud
network paths’ latency characteristics, helping enterprises make
informed decisions regarding their cloud overlays. To promote
reproducibility and extension of our work, we will release the
code and datasets to the community.

Index Terms—Multi-cloud network paths, submarine cable
deployments, latency impacts

I. INTRODUCTION

Two developments in cloud computing have gained sig-
nificant momentum in recent years. First is the adoption
of multi-cloud strategies by modern enterprises for a range
of application domains (e.g., genomics [1], [2], HPC [3]–
[5], finance [6], [7], science and technology [8]–[10], public
policy [11], [12], etc.). These strategies involve connecting
resources (e.g., virtual machines or VMs) and services (e.g.,
analytics) by establishing overlays atop federated backbones of
individual public cloud providers (CPs) to reap benefits such
as competitive pricing, global expansion opportunities, and
high reliability. We refer to paths that traverse these federated
backbones of individual CPs as multi-cloud network paths.

Second is the significant growth rate in recent years in
submarine cable deployments by the CPs (as part of their
underlays or physical infrastructures). Concretely, major CPs
such as Google, Amazon, and Microsoft have been actively
investing in and deploying submarine cables. For example,

Google has been part of numerous submarine cable projects,
including the Curie cable [13] connecting the U.S. and Chile,
the Dunant cable [14] connecting the U.S. and France, and
the Grace Hopper cable [15] connecting the U.S. to the
U.K. and Spain. Similarly, Microsoft has invested in the
MAREA cable [16], connecting the U.S. and Spain, and
Dunant which is a joint venture with Google. Amazon has
also participated in submarine cable projects like the Hawaiki
cable [17] connecting the U.S., Australia, and New Zealand. A
key reason behind this growth is the need to enhance network
capacity, reliability, and latency for delivering cloud services
to enterprises worldwide.

However, these two developments notwithstanding, enter-
prises interested in reaping the benefits of multi-clouds face
a formidable problem: what are the impacts of the ongoing
submarine cable deployments on the latency characteristics
of multi-cloud network paths?1. Answering this question is
fraught with three key challenges. Primary among them is
the evolving nature of submarine cable deployments. For
example, as many as 60-70 submarine cables became “live”
(i.e., ready for service) in the last three years [18]. Second,
the lack of community-wide efforts to collect suitable cloud
measurements further exacerbates the problem. Third, the op-
erational expenses associated with continuously running tools
to gather latency measurements for the myriad of available
multi-cloud paths act as a significant deterrent for enterprises.
As a result, many aspects of multi-cloud paths are unknown
to enterprises, including a basic understanding of how the
latency characteristics vary across CPs over time, detailed
explanations of the root causes of observed latency features
(i.e., evolution of submarine cable deployments), and practical
advice on how the performance of multi-cloud deployments
affects their selection of multi-cloud strategies.

Our goal in this paper is to address these issues by bringing
awareness of submarine underlays to multi-cloud overlays. To
this end, we build on [19] and present a third-party, cloud-
centric measurement study that focuses on corroborating the
latency characteristics of multi-cloud network paths with the
evolving submarine cable deployment landscape. In particular,
we complement a 2019 snapshot of latency measurements of
multi-cloud paths considered in [19] with a corresponding

1In this work, our focus is on latency but note that the impacts of submarine
cables on metrics such as throughput, loss, etc. remain largely unknown and
require further studies.



2022 snapshot to perform a comparative analysis of obtained
latencies. Both snapshots were gathered through the deploy-
ment of VMs across three global CPs, namely AWS, Azure,
and GCP, spanning 26 availability regions and encompassing
about 448 unique multi-cloud paths (see Table I).

At the core of our study is a three-step approach to assess
the latency characteristics of multi-cloud paths. The first step
entails analyzing the fundamental characteristics and trends
that one can observe in the two snapshots across various
geographic granularities, including continents, countries, and
cloud availability regions. The second step involves exam-
ining the root causes of those trends, leveraging publicly
available data sources (i.e., TeleGeography’s Submarine Cable
Map [18], Global Submarine Cable Systems [20]). The third
step is to validate the root causes with submarine cable builders
and operators. To this end, we leveraged our partnership
with submarine cable operators [21] and performed extensive
consistency checking of the root causes.

Cloud Provider (CP) Region
AWS us-east-1, us-west-2, ap-northeast-1, ap-

northeast-2, ap-south-1, ap-southeast-2, eu-
central-1, eu-west-2, sa-east-1, ca-central-1

GCP us-east4, us-west1, asia-northeast1, asia-
south1, australia-southeast1, europe-west3,
europe-west2, southamerica-east1

Azure eastus, westus2, japanwest, koreasouth,
southindia, australiaeast, uksouth, brazil-
south

TABLE I: Cloud providers (CPs) and regions considered in
this study.

Using this three-step approach, our study reveals several
new insights into the latency characteristics of multi-cloud
paths including their overall improvements across snapshots,
the impacts of recent submarine cable deployments on latency
changes, and the unforeseen consequences that accompany
some of the deployments. Concretely, we find that:
• Overall, intercontinental multi-cloud network path latencies

have improved with an average decrease of ∼11ms across
all three CPs between the two snapshots. The largest drop
in latency was ∼221ms between aws.eu-central-1
(Frankfurt) and gcp.asia-south1 (Mumbai). In con-
trast, the largest increase (some 34ms) was observed be-
tween azure.australiaeast (New South Wales) and
aws.ap-northeast-1 (Tokyo).

• Unsurprisingly, all three of the CPs had both intercontinental
multi-cloud paths with latency decreases and paths with
latency increases. However, most of the multi-cloud network
paths that showed an increase in latency involved AWS
regions as either a source or destination, with ∼40% of
them showing an increase. At the same time, ∼80% of
intercontinental intra-cloud paths of AWS (i.e, AWS-to-
AWS paths) showed a latency decrease. In general, the CPs’
intra-cloud routes showed the most improvements in latency
reductions.

• CPs such as Google (GCP) and Amazon (AWS) are listed
as owners or partial owners for many of the submarine

cables that were deployed between 2019 and 2022. These
cables include: (1) JUPITER [22] (AWS) and Pacific Light
Cable Network [23] (GCP) connect East Asia to U.S. West
coast where there was a ∼40ms improvement in latency.
(2) INDIGO-West [24] (GCP) and INDIGO-Central [24]
(GCP) help connect East Australia to India where we saw
a latency improvement of ∼24ms. (3) Havfrue/AEC-2 [25]
(GCP), Grace Hopper [15] (GCP), and Dunant [14] (GCP)
all cross from the U.S. East coast to Europe and resulted in
a ∼7ms latency reduction.

• Some cables that were deployed during 2019–2022 also
listed companies as partial owners or common partners
with the CPs such as Meta [26], [27], Verizon [28], and
PCCW Global [29]–[32]. Such cables include: (1) Southern
Cross Next [33] (Verizon) runs from the U.S. West coast
to Australia and showed a ∼23ms improvement in latency.
(2) PEACE Cable [34] (PCCW) which connects Europe to
southern Asia resulted in improvements as high as ∼221ms.
(3) 2Africa [35] (Meta) which connects Brazil to Africa
(where submarine cables are already in place to carry traffic
to India) and where measured latency improved by ∼60ms.
To promote reproducibility and extension of this work, the

code and the datasets are openly available to the community
at [36].

II. BACKGROUND AND RELATED WORK

The adoption of multi-cloud strategies by enterprises re-
flects a recent paradigm shift in cloud computing and enbles
them to establish overlays atop federated underlays of cloud
providers (CPs) [19], [37]. This shift has resulted in so-
called multi-cloud network paths, which are paths that traverse
federations of private network backbones from two or more
distinct CPs. Due to this paradigm shift, today’s CPs (e.g.,
Google, Microsoft) have experienced enormous growth in both
their ingress (i.e., Internet-facing) and mid-gress (i.e., inter-
data center) traffic. To meet these demands, CPs are aggres-
sively expanding their presence at new colocation facilities
and enhancing their private global-scale backbones, which
includes deploying submarine cables [38], [39]. As a result,
we are already seeing a substantial portion of enterprise traffic
circumventing the public Internet, presumably to reap the
performance benefits that these private paths provide [40] and
making multi-cloud network paths appealing to enterprises.

However, the relationship between multi-cloud network
paths and the evolving landscape of submarine cable deploy-
ments by CPs has remained largely unexplored to date. The
study that is closest to this problem is Fanou et al. [41]
but its focus is on Africa and on routing within the public
Internet. Note that several studies have investigated these two
related aspects separately. For example, recent efforts study
submarine cable deployments [42] and how IP traffic depends
on those deployments [43]. Similarly, many efforts focus
on measuring the peering locations, serving infrastructures,
and routing strategies of the individual cloud and content
providers [44]–[52]. Comparing the path performance of CPs
with each other as well as with transit providers has been the



focus of prior efforts such as [37], [53]–[57]. While consid-
erable efforts have been devoted to measuring various aspects
of individual CP paths, multi-cloud network paths and the
performance changes resulting from the evolution of underlays
have remained elusive for enterprises. In particular, the latency
characteristics, the evolution of these characteristics over time,
and the underlying reasons for the evolution have received
little attention to date. Indeed, these unknowns highlight the
critical importance of a measurement study like ours.

III. DATASETS & METHODOLOGY

A. Measurement setting and data collection

In this study, we target the top three global-scale CPs
namely, Amazon Web Services (AWS), Microsoft Azure, and
Google Cloud Platform (GCP). We create small VM instances
within multiple regions of these CPs resulting in a total of 26
regions (10, 8, and 8 for AWS, Azure, and GCP respectively).
Our selection of regions targeted cities with multiple CPs.
Some regions are dedicated to government agencies and are
not available to the public. Such regions are not considered
in this study. Additionally, we identify the datacenter’s geolo-
cation for each CP. Although CPs are at times secretive with
respect to the location of their datacenters, various sources do
point to their exact or approximate location [58]–[63]. In the
absence of any online information, we resort to the nearest
metro area that the CP advertises.

Table II shows the number of unique inter-continental paths
between different availability regions of the three CPs. Note
that the cells in bold highlight the intra-cloud portion of
multi-cloud network paths. We conducted pairwise latency
measurements between all these regions in 10 minute rounds
for the duration of 5 days in June of 2019 resulting in about
365k latency measurement samples for the 508 unique inter-
continental multi-cloud paths. We refer to the dataset collected
in 2019 as snapshot 1 (or s1 for short). Similarly, we performed
pairwise latency measurements between all VMs in 10 minute
rounds again in November of 2022, but for 14 days. This
resulted in over 1 million latency measurements. We refer to
the dataset collected in 2022 as snapshot 2 (or s2 for short).

Destination Regions
AWS GCP Azure

AWS 70 61 59
GCP 61 50 50

Source
Regions

Azure 59 50 48

TABLE II: Inter-continental source/destination region pairs
between the availability regions of CPs. The bold-highlighted
cells represent the intra-cloud segments of multi-cloud network
paths.

When calculating latencies for each of the
source/destination region pairs, we took the median round-
trip-time (RTT) value for each given hour, then we averaged
those medians to get a picture of what the RTT was over
a given period. This allowed for a fair comparison because
we could eliminate outliers and we could get numbers that
represent an average throughout all hours of the day.

B. Analysis methodology

We developed a three-step approach to elucidate the latency
characteristics of multi-cloud network paths by utilizing two
snapshots. In the first step (see Section IV-A), we analyzed the
essential characteristics and trends observed in the two snap-
shots. This includes determining the percentage of paths that
experience latency increases, decreases, or remain unchanged.
Additionally, we compared the latency characteristics of inter-
continental multi-cloud paths between snapshots.

In the second step (see Section IV-B), our objective was
to examine the reasons behind the latency changes observed
between the two snapshots. We achieve this by utilizing two
publicly available data sources that provide information on
submarine cable deployments: TeleGeography’s Submarine
Cable Map [18] and Global Submarine Cable Systems [20].
We leveraged these sources to provide supporting evidence
and explanations for the observed latency changes between
the snapshots.

For the third step (see Section IV-C), we leveraged our
partnership with submarine cable operators and providers [21]
to validate the plausible root causes identified in step two.

IV. RESULTS

A. Two snapshots of multi-cloud network latencies

Characteristics of inter-continental multi-cloud paths with
latency reductions. We start by characterizing all the inter-
continental paths. Figure 1 presents the changes in latency of
individual inter-continental paths in a scatter plot where each
dot indicates a path, and where the x- and y- coordinates show
its corresponding latency in snapshots s1 and s2, respectively.
Intra-cloud paths are shown with red crosses while inter-cloud
paths are shown with blue dots. This figure reveals that the
latency for many paths (of both types) has decreased, but
there are also paths that experienced an increase in latency
over time. This figure has labels for a number of data points
associated with specific paths that, with the exception of one
set of points, exhibit a relatively larger reduction in latency
between the two snapshots. These paths are the focus of our
case studies in the next section.

Fig. 1: Scatterplot showing a comparison of latency values for
snapshots s1 to s2 for inter-continental paths between regions.

To get a better sense of changes in latency of inter-
continental paths between the two snapshots, Figure 2 presents



the CDF of the normalized change in latency between s1
and s2, i.e., decreasing or increasing changes (negative or
positive values) that are normalized by the latency in s1.
Figure 2 further divides these inter-continental paths into
the following four categories: one set of intra-cloud provider
paths, and three sets of inter-cloud paths between different
pairs of the three CPs. This figure illustrates the following
noteworthy points: (i) About two-thirds of the paths in each
category exhibit a decrease, and the remaining one-third shows
an increase in latency between two snapshots. However, the
amount of normalized decrease is much larger than that of
normalized increase. (ii) There are no significant differences
in the distribution of normalized changes across the four
categories; i.e., intra- and the different inter-CP paths generally
exhibit a similar distribution of normalized changes in latency.
(iii) Roughly 1 in 5 paths in each group exhibits more than a
10% drop in latency between the two snapshots.

Fig. 2: CDFs showing normalized changes in latency of inter-
continental paths between snapshots s1 and s2, for all intra-
cloud paths and the three different sets of inter-cloud paths.

Percentage of inter-continental multi-cloud paths with
latency reductions. As expected, a significant portion of the
intercontinental intra-cloud paths of the three CPs exhibit
latency improvements: 80% for AWS, 68% for GCP, and
83% for Azure. Among the inter-cloud portion of the inter-
continental multi-cloud paths, over 74% of the paths from
Azure to GCP (and vice versa) have seen significant latency
improvements. Overall, we observe latency reductions for at
least 55% of the inter-continental multi-cloud paths between
the two snapshots.
Additional observations. There was an average decrease in
the median latency values for all inter-continental paths that
directly connect regions in different continents, including both
intra- and inter-CP paths. Note that the latency improvements
are more pronounced for intra-cloud paths of GCP compared
to the other two CPs. Additionally, GCP is the only provider
that provided at least an average of 10ms latency savings for
enterprises in an intercontinental multi-cloud setting over the
two-snapshot period.

Main takeaways. We observed significant latency improve-
ments in many inter-continental paths, leading to a more con-
sistent and normalized latency between global locations. While
the choice of CPs played a substantial role in reducing inter-

continental latency in 2019, by late 2022, the impact of this
choice had diminished considerably. However, regions such as
Brazil and Australia still experience latency fluctuations and
would benefit from additional submarine cable deployments to
further improve their connectivity and, in turn, achieve better
and more stable latencies.

B. Case Studies: Observed Latency Changes and their Poten-
tial Root Causes

Having described the main trends and noteworthy differ-
ences in the measured latencies between the two different
snapshots, we next present several case studies selected from
our comparison. Our goal is to explain the reasons behind the
latency differences we observed between the two snapshots.
To this end, we are motivated by prior efforts reported in
Fanou et al. [41] and use publicly-available data sources
including TeleGeography’s Submarine Cable Map [18] and
Global Submarine Cable Systems [20]. In particular, we (i)
identify a number of submarine cables that became live (i.e.,
ready for service) between 2019 (when s1 was collected)
and 2022 (when s2 was collected); (ii) confirm the providers,
partnerships, and locations for each one of those cables and
consider their measured pairwise path differences between
snapshots; and (iii) validate the results with operators and
providers at the SubOptic foundation. Figure 3 shows several
such instances identified from [18].

1) India to Europe: We observed the largest reduction in
multi-cloud path latencies between India and Europe. Fig-
ure 4a shows that the average difference over all CP paths
that connect India and the UK between snapshots s1 and
s2 is ∼76ms. Additionally, the reduced latency variation in
s1, as compared to s2, reflects more consistent performance.
This improvement can be attributed to latency decreases by
GCP and Azure as they are trying to catch up with AWS.
We also examined individual regions. Figures 4b and 4c
show that connections from both Frankfurt and London to
Mumbai improved on average by ∼200ms. The highest latency
connections in s1 were larger than 230-350ms depending on
the CPs involved. By the time snapshot s2 was collected, all
of the CP paths had similar latency numbers (∼150ms). This
indicates that the CPs are all likely now using the same or
similar quality routes from India to Europe.

There are a number of possible explanations for this im-
provement in latency. While the typical strategy GCP employs
for routing packets is cold-potato routing, AWS uses hot-
potato routing and Azure employs mixed routing (i.e., hot-
potato routing for GCP and cold-potato routing for AWS [37]).
This means that if GCP does not have a low-latency connec-
tion, other CPs will also be affected. The Peace Cable [34],
labeled ❸ on Figure 3, was deployed between France and
Karachi, Pakistan, allowing more communication between
Europe, down through the Middle East, Northeast Africa,
and South Asia. Karachi, Pakistan, and Mumbai, India, are
already connected through the AAE-1 [64] submarine cable
that went live in 2017. Both cables are listed on PCCW
Global’s Infrastructure Map [29] showing the connection, and



Fig. 3: Annotated submarine fiber-optic map with cables ready-for-service between 2019 and 2022. Source of basemap:
submarinecablemap.com [18].

(a) India to UK (b) Frankfurt (AWS) to Mumbai (GCP) (c) London (AWS) to Mumbai (GCP)
Fig. 4: India to Europe

PCCW [30]–[32] is a common partner with GCP and Azure.
Additionally, Lightstorm [65], which lists AWS, Google, and
Azure as partners, deployed thousands of miles of fiber-optic
cable across India connecting the major cities [66]. Because
new submarine cable deployments were established that were
operated by GCP partners, GCP was able to achieve a lower
latency, and other CPs were also able to take advantage thanks
to the GCP cold-potato routing.

2) East Asia to the Western United States: The latencies
between East Asia and the West Coast of the U.S. improved
from s1 to s2 as seen in Figures 5a and 5b. The latency
values between the snapshots dropped by ∼20ms for Japan
and ∼40ms for South Korea. Now both have similar latency
values.

From Figure 3, we can see that South Korea typically
connects to the U.S. through submarine cables first to Japan,
then across the Pacific. Two submarine cables, JUPITER,
which is partially owned by AWS and Meta [22], and connects
the U.S. to Japan, and Pacific Light Cable Network, which is
partially owned by Google and Meta [23], which connects the
U.S. to Taiwan, which is also connected to South Korea and

(a) South Korea (Azure) to Oregon
(AWS)

(b) Japan (Azure) to Oregon (AWS)

Fig. 5: West United States to East Asia (Japan/South Korea)

Japan, were deployed across the Pacific during the period the
two snapshots were collected. They are both identified by the
label ❹ on Figure 3. These cables from the West Coast of
the U.S. to Asia are likely causes of the decrease in latency
measurements between s1 and s2.

3) Brazil to India: The latency measurements from Brazil
to India saw a decrease of ∼23ms on the inter-cloud paths
from GCP to Azure and ∼60ms on a GCP intra-cloud paths.
In both cases, the total latency numbers are still high. The



largest drop was from ∼380ms to ∼320ms, and all of the
current routes are still above 300ms, which indicates there is
still room for improvement. These improvements in latency,
however, can be seen in Figure 6a and Figure 6b, respectively.

(a) Brazil (GCP) to India (Azure) (b) Brazil (GCP) to India (GCP)

Fig. 6: Brazil to India

Reasoning about the improvement in latency between Brazil
and India is not straightforward because there is no direct
route between the two countries. However, there are multiple
submarine cables that could contribute to the improvement
in latency numbers. Two submarine cables were established
leaving Brazil. Figure 3 shows the South Atlantic Inter Link
(SAIL) cable which connects to Cameroon, where multiple
older cables connect to South Africa. From there, the 2Africa
cable [35], which is partially owned by Meta [67] ❶ connects
around the south east side of the continent. Also, the EllaLink
cable [68] ❷ crosses to Africa where there were current
submarine cables already in service. Additionally, the Curie
cable ❾ connected South America to North America where
there are cables running to India.

4) Eastern United States to Europe: Even though the U.S.
and Europe have a history of being connected and have good
latency, we see an improvement between s1 and s2 of ∼7ms
from the East Coast of the U.S. to both London, United
Kingdom, and Frankfurt, Germany. The connections from the
Eastern U.S. to Frankfurt are depicted in Figure 7a and the
ones from the Eastern U.S. to London are shown in Figure 7b.

(a) East US (Azure) to Frankfurt
(GCP)

(b) East US (Azure) to London
(AWS)

Fig. 7: East United States to Europe

This improvement is likely because of submarine cables in-
stalled across the Atlantic. Specifically, there are three cables:
the Havfrue/AEC-2 [25], Grace Hopper [15], and Dunant [14],
all of which likely contributed to the latency reduction and
are all partially or completely owned by Google. These are all
shown in Figure 3 as ❼.

5) Western United States to Australia: Examining the la-
tency between the West Coast of the U.S. and Australia,
Figures 8a and 8b shows an improvement of about 20ms.

(a) Australia (GCP) to Oregon (GCP) (b) Oregon (GCP) to Australia
(Azure)

Fig. 8: West United States to Australia

The 20ms improvement between Oregon (Western U.S.)
and Australia could be explained by the deployment of the
Southern Cross NEXT submarine cable [33], listed as ❻ in
Figure 3. This cable connects the West Coast of the U.S. to
New South Wales, Australia, as well as some other islands
along the way. Verizon [28] was a partner for this cable and
is also a common partner with the major cloud providers.

6) Australia to India: As shown in Figures 9a and 9b, we
see a decrease in latency of ∼10ms from Mumbai (GCP) to
Australia (Azure) and ∼24ms from Australia (Azure) to India
(AWS).

(a) India (GCP) to Australia (Azure) (b) Australia (Azure) to India (AWS)

Fig. 9: Australia to India

To explain the latency changes on the connection between
Mumbai, India (GCP), and East Australia (Azure), it is neces-
sary to look at the submarine cables installed along the west
side of Australia. The Oman Australia Cable (OAC) [69] and
INDIGO Central [70] submarine cables connect Australia to
Oman. The INDIGO-West [24] completes a path to Singapore.
These cables are all identified in Figure 3 as label ❺. Google
is listed as a partial owner for both the INDIGO cables,
and all three are listed as cables that SUBCO, the owner of
OAC operates. From Oman, the Asia Africa Europe-1 (AAE-
1) cable [64], which is partly owned by common partner
PCCW [30]–[32], connects directly to Mumbai, India. From
Singapore, there are multiple submarine cables connecting to
Mumbai. These could contribute to the ∼10ms drop in latency
numbers and could be used to move traffic from Eastern
Australia along the south side and across to India.

7) Brazil to Japan: The latency measurements exhibit in-
consistencies across countries when examined across various
regions. In the case of communication between Brazil and



Japan, the latency either increased or decreased depending
on the CPs involved. Figure 10a shows a ∼15ms increase in
latency from AWS to Azure, while Figure 10b shows a ∼5ms
decrease in latency from GCP to AWS.

(a) (AWS) to Japan (Azure) (b) Brazil (GCP) to Japan (AWS)

Fig. 10: Brazil to Japan

To gain a better understanding of the latency measurements
and the inconsistencies between Brazil and Japan, we mention
the following relevant details. The Curie cable [13], listed as
❾ on Figure 3, runs from California to Valparaı́so, Chile,
and is owned and operated by Google. From Chile, PCCW
Global [29], a Google partner, operates overland fiber cables
that cross Argentina, then drop into submarine cables to reach
Sao Paulo, Brazil. From California, there are multiple cables
that cross to Japan, including the newly deployed Pacific
Light Cable Network (PLCN) [23], which is jointly owned
by Google and Meta.

Recall that AWS typically uses hot potato routing, Azure
employs hot-potato routing for GCP and cold-potato routing
for AWS, while GCP typically employs cold potato rout-
ing [37]. Figure 10a shows a ∼15ms increase in latency
from AWS to Azure, which could be attributed to hot potato
routing. This is a clear case of unintended consequences of
submarine cable deployment and CPs’ hot potato routing. In
contrast, Figure 10b shows a ∼5ms decrease in latency from
GCP to AWS, which is possibly the result of Google’s cold
potato routing. Concretely, it appears that Google routes traffic
through their own cables, including the Curie cable, rather than
letting the traffic find its own way to Japan.

8) Australia to East Asia: The latency measurements
in Figure 11b between aws.ap-northeast-1 (Tokyo) and
gcp.australia-southeast1 (Sydney) show an increase of ∼30ms
in latency. This increase was usually present in s2, but at times,
latency measurements were actually at or below those from
s1; that is, latency is typically higher, but sometimes actually
lower in 2022 than in 2019.

(a) Asia to Australia (b) Tokyo (AWS) to Sydney (GCP)

Fig. 11: Asia to Australia

The increase may be another case of an unintended conse-
quence of submarine cables and hot potato routing followed
by one of the CPs (i.e., AWS in this case). One possible
explanation is the deployment of submarine cables in the
Papua New Guinea, Indonesia and Melanesian area (❽ in
Figure 3). The following cables were deployed between 2019
and 2022: Coral Sea Cable System (CS2) [71], Kumul Domes-
tic Submarine Cable System [72], Palapa Ring East [73], and
three by Moratelindo Broadband Company [74] which include
Kupang-Alor Cable Systems [75], Sape-Labuan Bajo-Ende-
Kupang Cable System [76], and Denpasar-Waingapu Cable
System [77]. These cables connected the islands of Indonesia
and Papua New Guinea to the Australian mainland and created
additional traffic that could account for the higher latency
numbers leaving Australia for Tokyo.

Main takeaways. Our observations over the 3.5-year period
between s1 and s2 revealed significant latency reductions in
many cases. For one, some CPs held strategic advantages
over their competitors; however, the deployment of submarine
cables has led to latency decreases, resulting in a more
level playing field among the major CPs. This is particularly
evident in communication between Europe and India. Second,
latency has improved as CPs employing cold potato routing
have expanded their submarine cable infrastructure. Notable
improvements can be seen in regions where GCP has deployed
cables, such as East Asia to the Western United States, Europe
to India, and Australia to India. Finally, regions with less
stable latency, such as Australia to Japan, Brazil to Africa, and
Australia to Brazil, would benefit from additional submarine
cable deployments.

C. Validation

To validate the likely root causes found in step two, we
relied on our partnership with submarine cable operators and
providers [21]. In particular, for the identified root cause for
each of the considered case studies, we asked the operators the
following two questions: (q1) Is our identified root cause accu-
rate? (q2) If confidentiality is a concern, are the corroborations
reasonable (i.e., provide a plausible explanation)? While we
consider answers to (q1) to be a strong indicator of how sound
our methodology is, we believe that answers to (q2)—which
is mindful of operators privacy concerns—are still useful for
the purpose of our study.

1 2 3 4 5 6 7 8
q1 y y
q2 y y y y

TABLE III: Validation: Expert-provided answers for the con-
sidered case studies.

Table III presents the expert-provided answers to the two
questions. The experts verified two cases (i.e., 5 and 6) and
were cautiously optimistic about our reasoning for the first four
cases. They could not comment on the last two cases (i.e., 7
and 8 below) due to missing relevant routing information for
the involved CPs. Overall, validating our results with SubOptic
experts significantly enhances the confidence of our findings.



V. SUMMARY & FUTURE WORK

The cloud computing landscape has witnessed two signifi-
cant developments: the adoption of multi-cloud strategies by
enterprises and the rapid growth of submarine cable deploy-
ments by major CPs. While multi-cloud strategies offer several
benefits, we posit that understanding the impact of submarine
cable deployments on the performance of federated network
paths would amplify the benefits of these strategies further.
In light of this, this work proposes a three-step approach to
assess the latency characteristics and trends of multi-cloud
paths observed in the two snapshots; examines the root causes
of those trends using publicly available data sources on sub-
marine cable deployments; and validates the root causes with
submarine cable operators and providers. Our study reveals
several new insights into the latency characteristics of multi-
cloud paths, including their improvements across snapshots
and the impacts of recent submarine cable deployments on
latency changes.

While this study seeks to shed light on the latency changes
observed on multi-cloud network paths due to the evolving
submarine cable landscape, efforts to investigate these feder-
ated private network paths from the perspective of different
traffic and application workloads, resiliency issues, egress
transit costs, and metrics remain as “unknowns” to enterprises
today. Key unknowns include a comprehensive assessment
of multi-cloud performance characteristics, insights into how
these characteristics differ across different CPs, the identifica-
tion of performance invariants in federated cloud backbones,
shared infrastructure risks of multi-cloud backbones, dynamic
variations in the performance of multi-cloud paths underlays,
and the implications of these changes for enterprises and
applications operating in a multi-cloud environment. We intend
to focus on such unknowns as part of future work.
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